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Abstract: Climate studies based on global climate models (GCMs) project a steady increase in
annual average temperature and severe heat extremes in central North America during the mid-
century and beyond. However, the agreement of observed trends with climate model trends varies
substantially across the region. The present study focuses on two different locations: Des Moines,
IA and Austin, TX. In Des Moines, annual extreme temperatures have not increased over the past
three decades unlike the trend of regionally-downscaled GCM data for the Midwest, likely due to a
“warming hole” over the area linked to agricultural factors. This warming hole effect is not evident
for Austin over the same time period, where extreme temperatures have been higher than projected
by regionally-downscaled climate (RDC) forecasts. In consideration of the deviation of such RDC
extreme temperature forecasts from observations, this study statistically analyzes RDC data in
conjunction with observational data to define for these two cities a 95% prediction interval of heat
extreme values by 2040. The statistical model is constructed using a linear combination of RDC
ensemble-member annual extreme temperature forecasts with regression coefficients for individual
forecasts estimated by optimizing model results against observations over a 52-year training period.
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1. Introduction

Extreme urban heat events can have significant societal impact. They not only cause serious
health risks [1,2] but they strain the existing energy infrastructure in the United States (U.S.). Nearly
three-fourths of all U.S. electricity is associated with buildings [3]; approximately 86% of all buildings
use air conditioning [4]. Thus, extreme heat events not only result in increased electricity loads due
to a high demand for residential and commercial building cooling but they also impact electricity
generation, distribution, and transmission [5]. During a heat wave, electricity generation can be
reduced by more than 1% per 1 °C temperature increase [6].

For purposes of long-term electricity generation planning, the energy sector is dependent on
reliable projections of future heat extreme events. Studies using global climate models (GCMs)
predict increased average temperatures for mid-latitude localities (within a range of 1.5-5 °C) in
North America from 1990 to the current mid-century [7-10]. Along with an increase in average
temperature, an increase in extreme heat events is also projected, both in terms of peak temperature
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and frequency. By mid-century, the annual average number of days with temperatures exceeding
37.8 °C (100 °F) is predicted to more than double in the Great Plains as compared to the end of the
previous century. This increase will occur even with a substantial reduction in greenhouse gas
emissions [11] (p. 444).

GCM projections, however, can deviate from what is observed for specific locations. Due to the
urban heat island effect, as has been documented in various studies [12-15], temperatures are
anticipated to be even higher for areas of increased urbanization. On the other hand, it has been
shown that between 1981-1990 the maximum number of annually averaged temperatures from GCM
data tend to be 1 °C higher than actual observations for cities in the large crop-producing region of
central North America. In the last quarter of the past century, these cities have shown a cooling trend
by as much as 0.8 °C [8,16,17] (p. 190). This apparent discrepancy in temperatures among climate
models and observations is associated with a “warming hole” in the Midwest [18,19]. Pan et al. (2004)
[16] propose that changes in the low-level jet frequency in the central U.S. have resulted in stronger
moisture convergence and higher precipitation in the upper Midwest and thus in enhanced
evapotranspiration and reduced surface warming in the summer. Mueller et al. (2015) [20] offer
evidence that cropland intensification (such as growing crops with a larger leaf area index and
increased photosynthetic rates) and the associated increase in evapotranspiration causes a reduction
in summer temperature extremes and more precipitation in the Midwest. Their study also shows that
in times of drought for non-irrigated regions, evapotranspiration is reduced, thus allowing for higher
peak temperatures during heat waves.

It is not surprising that GCM models with a spatial resolution of 1-2° do not account well for
local regional effects. Regionally downscaled climate (RDC) datasets, such as through the coupled
model intercomparison project phase 5 (CMIP5) multi-model ensemble [21,22], are available.
However, even if at a spatial resolution of 1/8°, RDC data cannot recoup relatively small-scale (i.e.,
regional) signatures if they are not present in the source GCM data. It is true that certain bias-
correction techniques are used to construct these RDC datasets [23,24], but the effectiveness of such
techniques must be analyzed region by region. Here, the focus is on the appropriateness of using
RDC data to account for future extreme high temperature projections specifically for the central U.S,,
which involves a comparison of historical RDC temperature forecasts with observations over
previous decades.

A divergence between RDC data and observations would suggest that it is important to
incorporate not only RDC temperature forecast trends but also past observations to project the
occurrence of future heat extremes for specific localities. The objective of this study is to identify the
most likely ranges of annual peak temperatures (defined by a 95% prediction interval, PI) by mid-
century in urban areas by incorporating both RDC and observational data. We present a statistical
model based on the ensemble model output statistics (EMOS) method [25] that can calibrate RDC
projections with observations. Among available RDC projections, we select the most influential to
improve predictions in future years.

Two cities in the central U.S.—Des Moines, Iowa and Austin, Texas—are considered here. The
Austin metro area has a population of around two million; the Des Moines metro is about one-third
that, although their urban population densities are similar, with 2500 people per square mile in Des
Moines and a population density that is roughly 30% higher in Austin [26,27]. Both cities are similar
in their summer weather in that mid-summers are very warm to hot, and rather humid. One key
difference is that cold frontal passages occur in Des Moines from time to time allowing some periods
of cooler weather, which are much rarer in Austin. Therefore, the average July temperature in Austin
of about 35 °C is 4 °C higher than the 31 °C average July temperature in Des Moines [28].

These two cities were selected, in particular, because of the availability of detailed data relating
to energy use and because both will be used in a subsequent study of urban energy use during future
extreme heat events. The study will compare trends seen in both the observational record and climate
model projections to determine if a single best approach would work in both cities for statistically
modeling plausible values of future annual peak temperatures, and to compensate for apparent
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inadequacies in the ability of RDC forecasts to account for the Midwest warming hole and urban heat
island effects.

In Section 2, we describe the RDC and observational data used for Des Moines and Austin as
well as the theoretical basis for the EMOS statistical model used to predict the future range in annual
heat extremes. In Section 3, we discuss the means for formulating the EMOS model as appropriate
for both cities and the resultant 95% PI on annual peak temperatures for both cities by mid-century.
A summary of results is given in Section 4 along with implications for the energy sector.

2. Data and Methodology

This work is motivated by a larger project focused on the projected energy use and peak energy
demands of urban areas, specifically Des Moines and Austin, during heat extreme events from the
present to 2040. This year was arbitrarily chosen; it coincides with the year that a draft U.N. report
projects global warming will result in an exceedance of the average global temperature ceiling as set
by the Paris Agreement [29]. Given the projected increase in average temperatures for central North
America, it could be anticipated that an increase in extreme heat wave temperatures will also occur.
To investigate a “most likely” range of extreme high temperatures by 2040, this study investigates
the long-term trends during a historical period (1950-2017) in both observational and climate model
forecasts as well as trends projected by climate models through 2040.

2.1. Data

Recorded temperatures at 2 m above ground level (AGL) are acquired from Automatic Sensing
Observing Systems (ASOS) stations in Austin and Des Moines [30]. ASOS provide a continuous
record of daily maximum high and low temperatures since 1950 for both cities. The Austin ASOS site
KATT (latitude 30.32°, longitude -97.76°) was selected among other ASOS sites in the metro area
because it is in a region of higher urban density compared to the other sites. The single Des Moines
ASOS site KDSM (latitude 41.53°, longitude —93.66°) is located at the commercial airport on the south
side of the urban area.

The RDC data used here originates from the CMIP5 multi-model ensemble, as previously
mentioned. These RDC datasets have a spatial resolution of 1/8° and provide climate projections of
daily maximum temperature (among other variables) for the period from 1950 to 2100. RDC datasets
were contributed by a number of meteorological entities worldwide using different configurations of
15 different climate models (Table 1) to generate an ensemble of multiple climate projections.
Ensemble members exist for climates with predefined future projections of greenhouse gas (GHG)
concentration known as representative concentration pathways (RCP) [31]. RDC ensembles based on
two specific RCP scenarios are considered here, which represent GHG concentrations and associated
radiative forcing that either increase through mid-century but then stabilize (RCP4.5) or continue
increasing throughout the century (RCP8.5). Among the range of RCP scenarios, these two are chosen
to represent a moderate mitigation scenario (RCP4.5) and worst-case (RCP8.5) climate scenario.
Under RCP 4.5 (8.5) scenario, 42 (41) RDC projections are used in this study. Time series of annual
maximum temperature are extracted respectively for both cities from RDC data at a single grid point
closest to the latitude and longitude locations of the two ASOS sites, KATT and KDSM.

Figure 1 presents annual high temperature extremes from the full ensemble set of RDC
projections as well as ASOS observations for both Des Moines and Austin since 1950. ASOS
observations are given through 2017. Analysis of these data and the means for identifying most likely
high extreme temperatures by 2040 for Des Moines and Austin are described in subsequent sections.

2.2. Comparison of Observed and RDC Forecast Annual Heat Extremes

To compare RDC forecast performance to observations, least-squares quadratic trends are
formulated based on times series data of observed and RDC forecast annual peak temperatures for
the historical period (1950-2017) for both cities. Considering the 42 (41) RDC projections for RCP 4.5
(8.5) available, we calculate two quadratic trends of the RDC projections. First, observations are
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compared against the mean trend across the 42 (41)-member ensemble. Second, we fit a trend using
projections from the “best fit” RDC member, which has the smallest mean absolute error relative to
observations during the historical period (1950-2017). The results suggest that the trend predicted by

RDC projections do not agree with the trend from observations, as shown in detail in Section 3.1. In

the following section, we propose a new method that supplements RDC projections with actual

observations.

Table 1. List of models contributing to CMIP5 GCM and associated RDC model data used.

Model Acronym Model Institute
Australian Community Climate and .
ACCESS1.0 . Bureau of Meteorology, Australia
Earth-System Simulator, v1.0
Beijing Climate Center, Climate System China Meteorological
BCC-CSMI-11 Model, v1.1 Administration, PRC
. Canadian Centre for Climate
CanEMS2.1 Canadian Earth System Model, gen. 2 Modeling and Analysis, Canada
. . National Center for Atmospheric
CCSM4.1,.2 Community Climate System Model, v4 Research (NCAR), USA
Community Earth System Model, National Science Foundation-
ESM1-BGC.1
CESMI-BGC Carbon Cycle, v1 Department of Energy-NCAR, USA
Centre National de Recherches Centre Européen de Recherche et
CNRM-CM5.1 Météorologiques Coupled Global de Formation Avancée en Calcul
Climate Model, v5 Scientifique, France
CSIRO-MK3.6 Commonwealth Scientific and Industrial Queensland Climate Changt.a Centre
Research Org. (CSIRO) Mark, v3.6 of Excellence, Australia
GFDL-ESM 1 Geophysical Fluid Dynamics Laboratory =~ National Oceanic and Atmospheric
’ Earth System Model, v1 Administration, USA
Institute of Numerical Mathematics
INMCM4.1 I Russi
NMEM (INM) Coupled Model, v4.1 NM, Russia
IPSL-CM5A-LR L’Institut Pierre-Simon Laplace (IPSL) IPSL, France

MIROCS5

MPI-ESM-LR
MPI-ESM-MR
MPI-CGCM3.1

NorESM1-M.1

Coupled Model, v5A, low resolution
Model for Interdisciplinary Research on
Climate, v5
Max Planck Institute (MPI) Earth System
Mode (ESM)], low resolution
MPI-ESM, medium-resolution
MPI Coupled General Circulation
Model, v3.1

Norwegian Earth System Model

AORI-NIES-JAMSTEC, Japan

Max Planck Institute for
Meteorology (MPI_M), Germany
MPI-M, Germany

MPI-M, Germany

Norwegian Climate Center,
Norway
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Figure 1. Annual peak temperatures from RDC ensemble data (light gray) and ASOS observations
(dark blue) for Des Moines (left) and Austin (right) and by climate scenarios of RCP 4.5 (top row) and
RCP 8.5 (bottom row) showing also RDC ensemble median (red line) with ensemble 2.5 and 97.5
percentile values (pink dashed lines).

2.3. EMOS Method for Defining Most Likely Future Heat Extremes

In order to identify an envelope of values that define a “most likely” range of annual maximum
temperatures by 2040, it is necessary to project the RDC data ensemble mean and variance (or
uncertainty) of annual temperature extremes into the future. However, it is also necessary to consider
RDC data deviation (if any) from observations during the historical period. Here, an ensemble of
multiple RDC projections is considered along with observational data as part of an integrative
statistical approach known as the EMOS method, which was previously mentioned. The EMOS
approach uses a parametric distribution, such as a normal, truncated normal, log-normal, or
generalized extreme value distribution, or a combination thereof, to make predictions [25,32-35]. For
temperature predictions as considered here, the overall forecast is formulated as a linear combination
of M individual RDC forecasts called covariates or predictors. Specifically, the annual maximum
temperature, y,, for a given year t is modeled by:

Ve =PBo+ BRDCyy + -+ ByRDCyy + €, (1)

where RDC is the annual peak temperature from the kth RDC projection in year ¢, and the error
term, €, is assumed to follow a normal distribution with zero mean. The coefficients, §;, i =
1,2,---, M, can be estimated using linear regression. The original EMOS approach assumes that the
variance of ¢, increases, as the variability of RDC forecasts increases, that is, Var(e,) = ¢ + dS?
where S? denotes the ensemble variance and ¢ and d are nonnegative coefficients. However, our
analysis shows that the variability of the annual peak temperature is not necessarily correlated with
the ensemble variance. Therefore, we employ a constant variance in our analysis, that is, Var(e;) =

o2
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The typical EMOS approach uses all the ensemble covariates, which consists of 42 (41) RDC
projections for RCP 4.5 (8.5) in our case. However, when a relatively large number of covariates are
included, there exists the possibility of overfitting, such that the predictive model conforms nearly
identically to historical data points during the training period but the model forecast can degrade
significantly over the testing period [36].

To avoid overfitting, one remedy is to use penalized regression—e.g., Ridge regression [37] or
least absolute shrinkage and selection operator (LASSO) regression [38] —which imposes a penalty
on the number and/or magnitude of the regression coefficients employed, a process that typically
requires additional splitting of the dataset for cross validation to identify the regularization
parameter. Preliminary work using annual extreme temperature RDC data for Austin and Des
Moines since 1950 (not shown here) to evaluate the effectiveness of LASSO and Ridge regression
techniques for identifying appropriate model covariates revealed that both techniques help to avoid
overfitting. These methods can provide a simpler model than results when one uses all RDC
covariates and can improve overall prediction capability. However, these penalized regression
approaches do not provide a PI in closed form, because the estimated regression coefficients
associated with their use are biased [39]. Another approach to prevent overfitting is to use a variable
selection method such as forward selection. Our analysis also showed that application of the forward
selection procedure results in the need for no fewer than 20 covariates (RDC forecasts) for both cities,
which still leads to some overfitting.

In order to determine the appropriate number of covariates and include only those that are most
influential for the model solution, it was decided here to use a cross-validation technique—in
particular, the leave-one-out cross-validation (LOOCV) technique. This technique uses the data
points in the training period for suitably selecting covariates with respect to observations [35,39]. In
our analysis, we use 1950-2002 as the model training period. Suppose we use k data points (years)
in the model training period, over which the LOOCV technique is applied. Here, k — 1 data points
are used for fitting the model, while the remaining one data point, treated as the validation data point,
is used for evaluating the prediction error. We repeat this procedure k times with all the different
validation data points (Figure 2) and compute the MSE using all the k validation data points as
follows:

k
MSE =7 ) (i~ 9%, @
=1
where y; is the observed annual peak temperature at the i
represents its predicted annual peak temperature.

To select the best model, one that generates the lowest MSE in the LOOCV, would require
comparison of all possible model alternatives. With 42 (41) covariates for RCP 4.5 (RCP 8.5), such a
full (or exhaustive) comparison would require 2*? (2*') LOOCV tests, which is computationally
intensive. Instead, we devise what is known as a “greedy” procedure. Specifically, in the first step,
we begin with 42 (41) single covariate models for RCP 4.5 (RCP 8.5). We compare the MSE in LOOCV
validation data points from each single-covariate model and select that covariate which generates the
lowest MSE. In the second step, we add only one new covariate, while the covariate selected in the
first step is maintained in the model. Among the 41 (40) candidate covariates, we again choose that
one covariate that yields the lowest MSE. We continue this procedure until we get the lowest MSE
from the 42-covariate (or 41-covariate) model for RCP 4.5 (RCP 8.5).

validation data point and J;
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Figure 2. The LOOCV procedure for covariate selection and model evaluation when data in 1950—

2002 are used for training in the prediction model (modified based on a figure originally available in

Byon et al. 2010. [40]).

This greedy procedure produces 42 (41) models, where each model has M covariates, M =
1,2,-+,42 (41), for RCP 4.5 (RCP 8.5). As our objective is to find the mostly likely annual peak
temperatures in terms of PI, herein we consider probabilistic measures, as well as point measures
such as MSE, for identifying the best “reduced-order” EMOS model. The best model would exhibit a
relatively narrow PI (to reduce model uncertainty) and a wide enough PI that would include a
relatively large percentage of observations (and thus a high prediction interval coverage probability,
PICP). The continuous ranked probability score (CRPS) takes these two metrics—i.e., PI width and
PICP—into consideration as a single criterion and evaluates probabilistic forecasting performance
[25]. The procedure for formulating such a “reduced-order” EMOS model as used here with 95% PI

is outlined in the Appendix.
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3. Results

3.1. RDC Annual Peak Temperature Forecasts Compared to Observations

Figure 3 shows quadratic trends based on observed and RDC historical forecasts of annual peak
temperatures in both cities for RCP 4.5 and 8.5 scenarios. The trend in observed annual maximum
temperatures for Des Moines indicates a decrease of 0.25 °C between 1980 and 2017, which is
inconsistent with the increase of more than a 2 °C in the mean trend across 42 (and 41) RDC forecasts
of annual maximum temperature over the same period, respectively, for the RCP4.5 (and RCP 8.5)
climate scenarios. The most extreme event of 42 °C by the single “best fit” RDC RCP4.5 data set is
more than 1 °C warmer than the hottest observed event in Des Moines in the past 10 years. Overall,
the historical RDC temperature forecasts for Des Moines are higher than what has been observed.
This apparent discrepancy in temperatures between climate models and observations is consistent
with the Midwest warming hole discussed by Pan et al. (2004) and Mueller et al. (2015) [16,20]. A lack
of warming is evident for observational trends in rural areas as well (not shown), which is consistent
with this warming hole as a regional effect.

The trend in observed annual maximum temperature for Austin is different from that for Des
Moines (Figure 3), with an increase of 3 °C between years 1980 through 2017, which is higher than
the 1 °C increase in the mean temperature trend across the 42 (and 41) RDC forecasts of RCP 4.5 (and
RCP 8.5) ensembles over the same period. The hottest extreme heat event of the “best fit” RDC
forecast is more than 3 °C cooler than the hottest observed temperature for Austin, which occurred
in 2011.

In general, the RDC annual maximum temperatures for Austin are cooler for most years than
what has been observed, possibly suggesting an inability of GCMs to account sufficiently for the
urban island heat effect and changes in urbanization due to their relatively coarse spatial resolution
[13-15]. The GCMs that generated these RDC data do not invoke an urban canopy model, which is
an option incorporated in certain regional models [41,42].

The opposing trends observed in both cities, Des Moines and Austin, between RDC temperature
projections and observations since 1950 present a challenge in defining the most likely scenario for
future heat extreme events using RDC data alone. Using both RDC forecasts and observations, a
statistical approach is used here to define most likely future extreme temperatures based on the
EMOS method as introduced in Section 2., and details of which are described in subsequent sections.
Note that this projection of extreme temperatures using this statistical model is not to be interpreted
as a specific forecast for a given point in time, but it aims to provide a statistical assessment of a
reasonable range of future observations (within a 95% PI) by mid-century.

3.2. Constructing a Reduced-Order EMOS Model for Des Moines and Austin

The dataset of annual extreme temperatures from 1950 to 2017 is divided into training and
testing periods. The training period is used for selecting the most influential covariates for each M-
covariate reduced-order EMOS model while the testing period is used for model evaluation and
model order selection. When the data size is limited, the training data can typically consist of, say,
70%-90% of the samples from the whole dataset (here 67 years, from 1950 to 2017) for capturing
important trends and changes in historical data [43]. Accordingly, we consider three different
training periods (with data up to 1997, 2002, and 2010) and associated testing periods (from 1998,
2003 and 2011, respectively, and all ending in 2017), which correspond to around 70%, 80%, and 90%
training periods. In all three cases, we obtain fairly consistent prediction results; thus, we include
here only results with the second combination, namely, data from 1950 to 2002 for the training period
while the remaining data from 2003 to 2017 comprise the testing period. We omit results from other
combinations in the interest of brevity.



Atmosphere 2019, 10, 727

Des Moines RCP 4.5

9 of 15

Austin RCP 4.5

48.0 1 1 1 1 48.0 1 1 L

45.0 | - 45.0 -
O 420 H - O 420 - F
a g /
§ 390 - = 5 890 il [N i s
& \"4‘:;,:/——#: ] |
S 360 T | 7T = 360 - r

///"' |
33.0 o 33.0 L
30.0 T T T T 30.0 T T T
1950 1960 1970 1980 1990 2000 2010 1950 1960 1970 1980 1990 2000 2010
Time (by year) Time (by year)
Des Moines RCP 8.5 Austin RCP 8.5

48,0 b b ol i1 . 48.0 PRI IS ISR S S [

45.0 - - 45.0
T 420 - - o
o a
E 390 - b - 5
- V] AR =
S 36.0 LY A//,,/,,/’ T - = 36.0

33.0 S 33.0

30.0 : : , 30.0 : N 1

1950 1960 1970 1980 1990 2000 2010
Time (by year)

1950 1960 1970 1980 1990 2000 2010
Time (by year)

Mean trend, all projections
Trend of best fit RDC

Trend of observations

RDC best fit to observations
ASOS observations

Figure 3. Trend of annual maximum temperatures (black solid line) for Des Moines (left) and Austin
(right) based on 67-years (1950-2017) historical observations compared to RDC data for RCP 4.5 (top)
and RCP 8.5 (bottom) climate scenarios. Data and trends are identified by color and line type as given
in the legend.

We apply the greedy procedure combined with LOOCYV, discussed in Section 2, to data from the
training period, 1950 to 2002, for deciding on the covariates (or RDC projections) to be included in
each M-covariate model. Then, to decide on the final M, ideally we should choose a model with the
lowest MSE and CRPS and highest PICP. However, a single fixed value of M does not satisfy all
three criteria. We note that four and five covariates, respectively, provide relatively low MSE and
CRPS and high PICP values for Des Moines and Austin in the LOOCV. Therefore, we use M =4 and
5 in our reduced-order model for predicting the annual peak temperature in Des Moines and Austin
for the testing period.

Our analysis demonstrates that the reduced EMOS model can significantly improve prediction
results over the full model that uses all RDC projections as covariates. For Des Moines, the MSE
values over the testing period from the reduced model are 5.50 and 6.13, for RCP 4.5 and 8.5,
respectively, whereas for Austin, these corresponding values are 4.08 and 3.87. In contrast, the MSE
values from the full model are 13.97 (RCP 4.5) and 12.56 (RCP 8.5) for Des Moines and 13.84 (RCP
4.5) and 8.66 (RCP 8.5) for Austin. In effect, the reduced model leads to a reduction in MSE by
51%~71%. We also see substantial improvement in CRPS and PICP values. In the regression analysis,
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predictors are used as deterministic factors, so we do not make any assumptions on the distribution
of the predictors. To validate the normality assumption, we perform the normality test with residuals
(the difference between annual peak temperature and its predicted value) using a Kolmogorov—
Smirnov test, the results of which support the normality assumption in most cases (not shown).

We note that the EMOS model prediction for Austin is more accurate than that for Des Moines.
As discussed earlier, in addition to climate change, the cropland intensification in Des Moines has a
substantial influence on the temperature in Des Moines. The current statistical model does not
account for such factors and thus exhibits a larger deviation from observations in Des Moines
compared to Austin. We plan to substantiate the combined effects of the regional warming hole and
localized urban heating in a future study.

3.3. Determining Most Likely Range of Future Annual Peak Temperatures

Figure 4 compares prediction results from the reduced-order EMOS model with observed
temperatures for Des Moines and Austin under the RCP 4.5 and 8.5 scenarios. The shaded band
represents the 95% PI. The predicted highest temperatures (red line in Figure 4) from the statistical
model are seen to generally be lower than what was observed (blue line) and predicted lowest
temperatures are seen to be higher than what has been observed. This is because the model prediction
makes use of a weighted linear combination of covariates, which tends to reduce data extremes. The
PL, however, is proportional to the variance of the covariate data and can be interpreted as an
envelope of likely values for the annual peak temperature. We note that the 95% PI includes most
observational data points. Depending on the chosen climate scenario, RCP 4.5 or 8.5, it is projected
that future annual peak temperatures will likely fall within the 95% PIs, as predicted annually out to
2040 in Figure 4 for Austin and Des Moines.
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Figure 4. Annual mean peak temperature predictions (red lines) with envelope for 95% PI (aqua) and
observed annual maximums (blue lines) from 1950 to 2017 for Des Moines and Austin. Predicted
values are based on RDC projections of RCP 4.5 (top) and 8.5 (bottom) climate scenarios.
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Overall, the 95% PI for Des Moines is predicted to remain nearly the same as present values out
to 2040 for both the RCP 4.5 and 8.5 climate scenarios, albeit with relatively strong year-to-year
variations in the period around 2030. For Austin, there is a predicted increase in annual extreme
temperatures (Figure 4). The Austin 95% PI median value for RCP 4.5 increases by roughly 1 °C between
the mid-2010’s and the mid-2020’s, but levels out thereafter through 2040 (Figure 4). The Austin 95% PI
median value for RCP 8.5 increases by roughly 2 °C between the mid-2010’s through 2040.

Figure 5 compares observed temperatures with predicted temperatures from the reduced-order
EMOS model (see the mean prediction trajectories) and with the RDC projections included in the
reduced-order EMOS model (see the gray trajectories). Although the RDC models project increasing
temperatures in the future in Des Moines (Figure 5, left panel), the reduced-order EMOS model
diverges from these RDC projections, resulting in future heat extremes that are lower than those of
the RDC projections. This discrepancy may be caused by increased evapotranspiration linked to crop
intensification in the Midwest, an effect not well represented by the RDC projections but considered
in the reduced-order EMOS model prediction of annual extreme temperatures.

On the contrary, the right panel of Figure 5 shows that in Austin, the reduced-order EMOS
model annual peak temperature predictions are slightly higher than those from the suite of RDC
projections. RDC data do not sufficiently account for the impact of localized warm areas due to urban
heat islands in densely populated city environments such as Austin. By incorporating observations
along with RDC data, the statistical model is able to account for such local urban heat island effects.
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Figure 5. Annual maximum temperature observations (blue lines with square markers), predictions
from the reduced-order EMOS model (red lines with circle markers) and RDC projections (gray lines)
for Des Moines and Austin.

4. Discussion and Conclusions

Using the EMOS method, the likely range (95% PI) of future extreme high temperatures is found
for Austin to trend higher by 1-2 °C by 2040, but to remain nearly the same for Des Moines. These
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EMOS model results do not identically align with RDC projections. For Austin, the RDC data likely
do not effectively account for the heat island effect for large and densely populated areas; this causes
RDC extreme temperature projections to be slightly lower than those with the EMOS method, which
takes into account observational data along with RDC projections to formulate future extreme
temperature projections. For Des Moines, the RDC projections are warmer compared to those from
the EMOS model. Cropland intensification in the Midwest has been influential in preventing an
increase in temperature extremes over the past decades, a factor that is not accounted for in the RDC
projections but is implicitly included in the EMOS model as long as such effect, even if non-linear, is
of sufficient consequence as to influence temperature solutions during the training period. The
relatively wide 95% PI for Des Moines, compared to that for Austin, suggests greater prediction
uncertainty for Des Moines climate projections, which is possibly dependent on a change in crop
production as well as future precipitation that allows continued substantial evapotranspiration and
has an impact on whether or not such a warming hole persists in the Midwest.

The results of the present study not only suggest that a careful comparison should be made
between observation trends and climate model trends to account for regional differences in the
fidelity of the climate models when estimating future impacts of climate change on energy needs in
specified locations, but that the same care should be exercised when considering changes in other
weather and land parameters. For example, modeled regional changes in precipitation and
agricultural practices must be considered in order to account for the Midwest warming hole as well
as changes in urban population density that will modify the urban heat island effect. Moreover,
changes in regional characteristics in the future, such as increasing urbanization, growing urban
population, and different land use, will affect future extreme heat events. This study does not account
for such changes, as we assume a similar trend exhibited in 1950-2017 will continue until mid-
century. In the future, we plan to investigate the influence of the changes in regional characteristics
on the urban extreme temperatures.

Predictions of the occurrence of extreme heat events in large cities, such as through the use of
the models and methods developed in this work, are of great importance in a wide range of
applications and, in particular, for electric grid resource planning. Given that electricity demand and
production are highly dependent on ambient temperatures, there are periods where the highest peak
temperatures occur that cause stress for an electric grid, increasing electricity prices, and grid
congestion, with a reduced reserve margin. Thus, for a utility company or municipality, the findings
from this work of the importance of localized considerations for extreme event predictions help point
to a need for further in-depth analysis of such predictions. This will help to set aside necessary
investments to balance generation and consumption and to ensure sufficient capacity of transmission
and distribution to maintain grid reliability. Thus, the results of this work can be utilized for regional
planning purposes. They also motivate the need for further work to integrate weather predictions
with localized condition considerations such as urban heat island effects.
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Appendix A

Formulation of the Reduced-Order EMOS Model

First, for quantifying prediction uncertainty, we note that the assessment of probabilistic models
should consider the reliability and the sharpness of predictive output density. Accordingly, to
measure first the reliability, we use the PICP which is the percentage of observations that fall within
the PI, defined as

k
1
PICP = 2> 15 € [V LiD), (A1)
i=1

where U; and L; denote upper and lower bounds of the PI corresponding to the i*" data point in
the studied period, and I(§; € [U;,L;]) =1 if 9; € [U;, L;]; otherwise, I(9; € [U;, L;]) = 0[44,45].
Ideally, it is expected that the value of the PICP should be close to 95%, and the model is not reliable
if PICP is much less than 95%.

When the PI is wide, the desired 95% coverage value for the metric of PICP can be easily
satisfied. A wide PI, however, implies large prediction uncertainty and it conveys little information
for predictions. Therefore, secondarily, we may also consider the average width of PIs which can
quantify the sharpness of the predictive density [44,45]. A narrower PI implies a sharper forecast,
asserting that the uncertainty in the predictions is concentrated and lower; the prediction is thus more
valuable.

Although it would be ideal to obtain a narrow PI with a high coverage probability, theoretically
these two criteria work against each other. The CRPS combines these two metrics into a single
criterion that is useful for comparing different models when the aim of the probabilistic forecasting
is to maximize the sharpness of the predictive distribution under proper reliability [25]. The CRPS of
a normal distribution is defined as

st 51 = (5220 (52) 1] 20 () - ), e

where ¢(-) and ®(-) denote the probability density function (PDF) and the cumulative distribution
function (CDF), respectively, of a standard normal random variable. We use the average CRPS score as:

CRPS = %Zle crps[N (u;, 62), ;1. (A3)

Once M-covariate models, M = 1,2,---,42 (41), for RCP 4.5 (RCP 8.5) are selected using the
aforementioned greedy procedure, we collectively evaluate their MSEs, 95% PICPs and CRPS and
choose the model that best minimizes MSE and CRPS while also maximizing coverage probability.
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