Look-ahead decision making for renewable energy: A dynamic “predict and store” approach✩
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A B S T R A C T

This paper presents an integrative methodology for managing and stabilizing the output of a wind/solar farm using storage devices in a cost effective and real-time manner. We consider the problem where a renewable farm should decide the amount of energy charged into, or withdrawn from, the battery given the stochastic and time-varying nature in the renewable energy power output. Our methodology features a seamless integration of a non-myopic decision framework and a sequential non-parametric predictive model based on functional principal component analysis. A key feature of our algorithm is that it quantifies costs over a rolling horizon where both predictions and decisions are updated on the fly as new data is acquired. Our technology is tested on the California ISO dataset. The case study provides a proof-of-concept that highlights both the benefits and ease of implementation of our forward looking framework.

1. Introduction

Recently there has been considerable emphasis on replacing the generation of electric energy from fuel-based conventional sources with renewable sources like solar and wind [1]. The integration of renewable energy into the grid system provides an environmentally friendly solution to reduce carbon emission from conventional power generation. Many states in the U.S. have set goals of achieving such a switch, and these are being consistently updated. Texas recorded 26,045 MW of electric energy generated by renewal sources in 2017, beating its goal for 2025 by 250% [2]. California has set the goal of 100% by 2045 up from 50% by 2030, Massachusetts has set 55% by 2050, New Jersey has set 50% by 2030, etc [2]. Renewable energy will continue to play an important role in electricity production in the future. Similar trends have been observed in other countries [3].

The most common sources of renewable energy are wind and solar. Despite being attractive due to their low carbon footprint and relatively low production costs, the power output from these systems is highly volatile as it depends on the uncontrollable and time-varying weather conditions. To cope with such volatility, grid operators often rely on expensive ancillary services, negating some of the attractiveness of the renewables [4,5].

In addition, the solar and wind power outputs have diurnal patterns. For example, solar output is available only during the day time. Current statistics show that on a yearly basis, more than 30% of the electricity load in California is met by wind and solar power, while during certain days, the renewable energy can contribute to over 50% of the demand during the day time, but less than 20% in the evening and night [6]. The diurnal pattern in California is called a “duck curve”, where the net load, i.e., the total electricity demand minus the solar plus wind energy generation, is characterized by the duck shaped curve, as shown in Fig. 1 [7]. To highlight the problem, at around 2 pm the solar plants produce the large amount of energy for the day, so the net load is small. However, the sun sets and the solar energy output quickly drops to zero at around 6 pm in the evening. At the same time, consumers increase the demand by turning on their lights and air conditioners and the total load rises dramatically.

The steep ramp up in the “duck curve” is accommodated by conventional power plants. Because conventional plants have a limited ramping up rate, the California ISO operates them at low levels. During noon, their low level production together with the renewable energy exceeds the amount of total load. As a result, the California ISO often curtails part of renewable energy generated and frequently observes curtailment of 20 to 30 percent of the solar capacity [8]. The excess conventional plant operations and renewable energy curtailment raise the cost of power grid operations, thus significantly decreasing
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its economic value [9]. To address these challenges, grid operators increasingly rely on storage devices, including pumped hydro, battery, and flywheels [10,11]. For example, battery technology is being used to stabilize the output in micro grids and even nationwide grids [10]. Tesla’s 100 MW/129 MWh Powerpack project in South Australia was also tested specifically for this purpose [11].

In this paper, we propose a look-ahead dynamic optimization model to manage the variability and intermittency problems in renewable sources through using battery devices. Our approach is data-driven and exploits historical data to decide how much energy needs to be stored to, or withdrawn from, energy storage devices, as well as the purchase decisions from the electricity spot market.

Such short-term decisions are typically made at each hour (or at a shorter duration, e.g., every 5 min), after the commitment levels from renewables are decided on the day-ahead energy market. Although our focus is to optimize short-term battery operations, we do so via a look-ahead framework which utilizes future renewable energy pattern predictions. This distinguishes this work from the myopic approach which optimizes a “snap-shot” operation of the system at each decision point, without taking the future renewable generation into consideration.

Specifically, optimal storage and energy purchase decisions are formulated as a convex dynamic programming (DP) which minimizes costs over future steps in reference to the expected total purchase and salvage costs for the grid entities. Using historical data we then provide a non-parametric forecasting model, based on functional principal component analysis (FPCA), that predicts the future trajectory of renewable supply whenever new data is obtained. A salient aspect of FPCA is that, despite its non-parametricity, it features a linear decomposition of the longitudinal signals which in turn facilitates efficient model updating using an empirical Bayes procedure. Given the FPCA model, our framework updates predictions of the future trajectory of renewable supply whenever new data is obtained and iteratively solves a linear program for determining the battery storage policy for each period.

The main contribution of the proposed look-ahead framework is three-fold: (1) The proposed objective provides a real-time solution that seamlessly integrates both a non-myopic decision framework and a sequential non-parametric predictive model; (2) The FPCA-based forecast provides prediction that can capture both common daily patterns and sudden changes during a day; (3) The predictions and decisions can be updated integratively on the fly as new data is acquired. A case study is conducted with data from California ISO and the results illustrate the ease of implementation of our algorithm in practice and its capability to stabilize the power output from a wind or solar farm.

The remaining paper is organized as follows. Section 2 reviews relevant studies. Section 3 presents the stochastic control program formulation. In Section 4, we develop the solution procedure. In Section 5 to Section 7, we conduct a case study using data from California ISO. Section 8 concludes the paper.

2. Literature review

Recently, considerable attention has been paid to the application of energy storage to grid system operations. In [12,13], an optimal control model is proposed for storage management under the assumption that the load (demand) and renewable energy are deterministic or perfectly known. In a dynamic and off-line setting, control strategies have been proposed to mitigate the intermittent nature of renewable energy sources [14,15]. In particular, real-time control and load prediction are integrated to solve scheduling problems. In these works, load statistics are assumed along with renewable energy arrivals. Obtaining real-time strategies for unknown renewable energy dynamics is challenging. Considering the integration of batteries and renewable energy, Lyapunov optimization techniques [16] have been employed to obtain a real-time control [17,18]. A recent study [19] proposes a multi-scale scheduling model to coordinate a combined system of thermal generator, hydro pumped storage, battery, and intermittent renewable energy sources such as wind power and photovoltaic. Based on multi-scale ahead forecast data, the optimal power outputs are obtained by solving a mixed-integer linear programming model. However, in these studies the uncertain system dynamics are either assumed to be independent and identically distributed or known beforehand, which is unrealistic in practice.

To handle the time-varying stochastic nature of the production /demand, a scenario-based approach is often employed in the literature. This approach generates multiple scenarios, each of which represents the future trajectory of wind and solar power output. For instance, in [20] battery technology is studied from the perspective of the power system operator. The authors propose a two-step framework to analyze the value of energy storage to manage renewable resources in transmission systems. In the first stage, inspired by the approach in [21], a stochastic unit commitment model is formulated as a mixed integer linear program and solved using a predetermined set of renewable energy scenarios. In the second stage, other scenarios (out-of-sample) are generated to test the day-ahead solution obtained from the first stage, while determining a flexible operational strategy for batteries.

Similarly, in [22] and [23] optimization problems are formulated for determining the amount of energy charged into, or discharged from, the battery for each time interval. Their objective is to minimize the expected cost including energy purchase and investment or set-up cost. A three-stage stochastic unit commitment model is proposed in [24] to manage power systems with renewable energy uncertainty and thermal energy storage. The first stage utilizes forecasts to determine the day-ahead operational decisions. Using multiple realizations, the second stage optimizes the expected generation costs in real time and then future operational decisions are considered in the last stage. The study in [23] investigates the California ISO data and classifies the wind and solar energy power output into 16 scenarios. In this scenario-based approach, when scenarios are chosen for a day or time block, they are typically kept fixed and cannot be changed during that time block. As a result, the scenario-based models do not have the flexibility to reflect the changes on the fly.

Another approach is to formulate the problem using stochastic control and optimization models. For example, in [25], an approximate DP algorithm is proposed to manage microgrids under uncertainties in real-time. The model is trained in a dynamic fashion using multiple scenarios, which are updated as new information arrives. An adaptive robust model is proposed in [26] to schedule energy and reserves a day-ahead, considering bulk storage devices and wind uncertainty. The model is reformulated as a mixed-integer tri-level programming with lower-level binary variables. The resulting formulation is then solved via an exact nested column-and-constraint generation algorithm. In
solving a wind energy commitment problem in the presence of storage, Kim and Powell [27] derive an analytical solution for the optimal policy under the assumption that wind follows a uniform distribution. The studies in [28] and [29] propose an approximate DP algorithm to manage a storage system integrated with a renewable energy source. A similar study in [30] aims to smooth the wind or solar power output curve via a stochastic control system. When a new wind or solar power output is observed, the control system determines the smoothed output sent to the electricity grid and the remaining excess production or shortage is covered by the battery system. However, the wind or solar farm does not provide the smoothed output before the production is observed, and thus, does not provide a commitment for the ISO/RTO where electricity generators are required to provide commitments before actual production is observed.

In summary, existing studies provide dynamic decisions or controls, assuming predictions are pre-determined a priori, follow a simple distribution or defined by a set of scenarios. Consequently, when actual power outputs differ from the assumed values, resulting decisions can significantly increase operational costs. On the contrary, we propose a sequential scheme that provides and updates a predictive distribution over all time points within a horizon and exploits these functional predictions to provide forward looking decisions.

3. Problem formulation

In an electricity grid system that generates and delivers renewable energy, we consider the supply side of the system, i.e., a wind/solar farm which generates renewable energy and delivers a committed amount to a distributor. The farm uses a battery to help manage the variable renewable output of the wind/solar operator. The distributor then gathers energy from generators and then sends them to the customers. Here we present the problem with one renewable farm and one battery system (Fig. 2). However, our approach is generic and can be readily extended to multiple farms or battery systems.

We consider that the committed dispatch levels for the wind/solar farm is determined in the day-ahead unit-commitment market. Let \( K(t) \) denote the promised amount at time \( t \). For example, assume \( t \) to be in hours, in the day-ahead market the farm commits a certain amount of energy each hour for the next day, such that \( K(0), \ldots, K(23) \) are determined a day ahead. In the actual operation, the generated energy could be different than the committed amount due to the renewable source stochasticity, therefore, the farm’s goal is to efficiently manage operations, with the help of the battery, to deliver the promised amount of energy to the distributor.

Fig. 2 shows the flow of energy in the wind/solar farm problem. We assume a battery is connected to the farm, named Battery 1. The amount of discharged energy of Battery 1 at time \( t \) is denoted by \( x_1(t) \). If \( x_1(t) \) is negative, the farm charges the battery with energy \(-x_1(t)\). Let \( S(t) \) denote the stochastic process representing the farm’s energy output at time \( t \). Then, the overall amount of energy which the farm can send to the distributor is \( S(t) + x_1(t) \). However, it may be higher or lower than the committed amount \( K(t) \). If \( S(t) + x_1(t) < K(t) \), i.e., the farm cannot fulfill the promised amount, the farm must purchase the energy difference from the electricity spot market at a unit price of \( c_{stag(t)} \) per unit (this can also be viewed as a penalty that the farm is charged). On the other hand, if \( S(t) + x_1(t) > K(t) \), i.e., the farm produces too much energy, the farm has to salvage the excess energy at a unit price of \( c_{stag(t)} \) per unit.

We formulate the wind/solar farm operation problem as a forward looking stochastic convex program (SCP) that minimizes the overall expected cost of the farm over a discretized rolling horizon from time period (the current period) 0 to \( T \) (the ending period). The objective is given as follows:

\[
SCP : \min_{\{x_1(t)\}, t=0, \ldots, T-1} \sum_{t=0}^{T-1} \mathbb{E} \left[ \max \{0, S(t) - K(t)\} \right] + c_{stag(t)} \mathbb{E} \left[ \max \{0, K(t) - S(t)\} \right] + \rho \Phi(B(T)),
\]

subject to:

\[
\begin{align*}
B(t+1) &= B(t) - x_1(t), \\
L &\leq x_1(t) \leq L, \\
S(t) &= S(t) + x_1(t), \\
S_D(t) &\leq B(t) \leq B_{max},
\end{align*}
\]

where \( S(t) \) and \( K(t) \), respectively, represent the overall supply and demand of the farm, and \( \rho \) is the discount factor over time. Also, \( \Phi(B(T)) \) is the terminal cost that depends on the final battery charge. For the terminal cost, one can simply assume it is zero for all states. Another alternative is to use \( \Phi(B(T)) = c \max(0, b - B(T)) \), when there is a charge \( c \) for each unit of energy below the level \( b \).

In the SCP above, the decision variables are \( \{x_1(t) : t = 0, \ldots, T - 1\} \); the charged/discharged amount of energy of Battery 1. The initial energy level \( B(0) \) is known and \( B(t) \in [B_{min}, B_{max}] \), where \( B_{min} \) and \( B_{max} \) denote the capacity limits of Battery 1. Finally, the constraint in (4) limits the maximal charging/discharging rate during a time interval.

The formulation in SCP aims to optimize battery operations through quantifying and minimizing costs over a long-term rolling horizon. By solving this program, the farm owner can obtain the Battery charge/discharge decisions for each time period so that the overall expected purchase and salvage cost of the farm can be minimized.

In practice, solving (1) is extremely challenging as \( S(t) \) is unknown over the future horizon. This renders the problem extremely challenging and impractical in real-time, while in reality \( x_1(t) \) needs to be decided in an online fashion. Supposing that the current time is \( t_0 \) and we need to decide Battery 1’s charge/discharge amount \( x_1(t_0) \). Now define \( S(t) \in [0, S_{max}] \) and \( B(t) \in [B_{min}, B_{max}] \) as the state space, where \( S_{max} \) is the maximal power capacity of the wind/solar farm. Also let the current renewable energy output \( S(t_0) = s \) and battery level \( B(t_0) = b \). Using a DP approach, the value function \( V_{0,t_0}(s, b) \) under an optimal policy at time point \( t_0+1 \) is given as

\[
V_{t_0+1}(s, b) = \min_{t = t_0+1} \sum_{t_0+1} \mathbb{E} \left[ \max \{0, S(t) - K(t)\} \right] + c_{stag(t)} \mathbb{E} \left[ \max \{0, K(t) - S(t)\} \right] + \rho^{T-t_0} \Phi(B(T)),
\]

With the optimal value function \( V_{t_0}(s, b) \), the SCP at time \( t_0 \) is solved as a stochastic dynamic model, \( SDP(t_0) \):

\[
SDP(t_0) : V_{t_0}(s, b) = \min_{x_1(t_0)} \mathbb{E} \left[ \max \{0, S(t_0) + x_1(t_0) - K(t_0)\} \right] + c_{stag(t_0)} \max \{0, K(t_0) - s - x_1(t_0)\} + \rho^{S_{max}} \int_{s_0}^{s} V_{t_0+1}(s', b - x_1(t_0)) dP_{s_0} \]

subject to:

\[
\begin{align*}
B_{min} &\leq B(t_0) \leq B_{max}, \\
L &\leq x_1(t_0) \leq L, \\
S_D(t_0) &\leq B(t_0) \leq B_{max},
\end{align*}
\]

where \( P_{s_0} = P(S(t_0+1) = s') \) \( S(t_0) = s \) is the transition probability at time \( t_0 \) from wind/solar power output \( s \) to \( s' \). In practice these probabilities are unknown and need to be estimated for each state \( s \) at every time \( t \). One possible approach to obtain each \( P_{s_0} \), \( t = 1, \ldots, T-1 \) from \( s_0 \) to \( s_0 \) at each time step.
is to assume $S(t)$ follows a stochastic differential equation governed by a Brownian motion, and then solve a set partial differential equation (using the Kolmogorov forward equation [31]). Besides the independent increment assumption inherited from the Brownian motion, this approach is not suitable for an online application.

Furthermore, solving $SDP(t_0)$ requires a computationally expensive and time consuming backward dynamic procedure which computes the optimal immediate policy $x_t(t)$, as a function of the state variables $S(t)$ and $B(t)$ at each epoch $t = T, T-1, \ldots, t_0$. Moreover, during the implementation, as is usual in stochastic DP, at each epoch $t = t_0, 1, \ldots, T-1$, the optimal action as a function of the states, is selected from a look-up table and implemented. This procedure is thus not adapted to the changing circumstances encountered during the implementation and is only valid in case the dynamic process is stationary and homogeneous.

### 4. The deterministic solution and stochastic alternatives

We first present the linear programming formulation in Section 4.1 where we relax the problem using the Jensen’s inequality and decide the battery charging/discharging operations given the future $S(t)$. Because the future $S(t)$ is unknown, in Section 4.2 we provide a prediction method based on FPCA and highlight its advantages over other predictive techniques. Once the prediction is made, we solve the linear problem in Section 4.1 with the predicted $S(t)$. In doing so, to minimize the influence of the prediction uncertainty, we only execute the decision for time $t$ and proceed to the next epoch and update the prediction with the most recent data. This process is repeated until we reach the last epoch. In Section 4.3 we summarize the overall framework.

#### 4.1. Linear programming

In this section we present a solution procedure for approximately solving the $SCP$. Note that $\max\{0, S(t)-K(t)\}$ and $\max\{0, K(t)-S(t)\}$ in the $SCP$ objective function are convex. Therefore, we can employ the Jensen’s inequality to obtain the lower bound of the objective function. Specifically, we obtain

$$
c_{salvage}(t) \cdot E \{\max\{0, S(t)-K(t)\}\} + c_{salvage}(t) \cdot E \{\max\{0, K(t)-S(t)\}\} \\
\geq c_{salvage}(t) \cdot \max\{0, E(S_t(t))-K(t)\} + c_{salvage}(t) \cdot \max\{0, K(t)-E(S_t(t))\}. 
$$

This inequality implies that we can relax the problem by replacing the original objective function in (1) with its lower bound and solve the problem that can minimize the bound. Such relaxation provides us a new objective function as

$$
\sum_{t=0}^{T-1} \rho^t \cdot [c_{salvage}(t) \cdot \max\{0, E(S_t(t))-K(t)\} \\
+ c_{salvage}(t) \cdot \max\{0, K(t)-E(S_t(t))\}] + \rho^T \Phi(B(T)). 
$$

This reformulation renders the optimization problem as a deterministic piecewise-linear optimization, given the ‘max’ operators. Let us further define the auxiliary variables $O_{excess}(t)$ and $O_{shortage}(t)$ that represent the energy excess and shortage, respectively, at the decision epoch $t$. Then we can reformulate the problem as the equivalent linear formulation (LP) with linear inequality constraints of the piecewise objective. This results in the linear minimization program over the auxiliary variables and the decision variables. Suppose that the current time is $t_0$. Then the LP formulation is given as follows.

$$
LP(t_0) \colon \min_{t=0}^{T-1} \sum_{t=t_0}^{T-1} \rho^{t-t_0} \cdot [c_{salvage}(t) \cdot O_{excess}(t) \\
+ c_{salvage}(t) \cdot O_{shortage}(t)] + \rho^{T-t_0} \Phi(B(T)) 
$$

s.t. $O_{excess}(t) \geq E(S_t(t)) + x_t(t) - K(t)$, $O_{shortage}(t) \geq K(t) - E(S_t(t)) - x_t(t)$, $O_{excess}(t), O_{shortage}(t) \geq 0$, $B(t+1) = B(t) - x_t(t)$, $B_{min} \leq B(t+1) \leq B_{max}$, $-L \leq x_t(t) \leq L$. (13)

for all $t = t_0, t_0 + 1, \ldots, T-1$. Here, note that the shortage and excess functions in the objective function in (6), which are piecewise linear and convex, have been linearized in this formulation.

From $LP(t_0)$, we observe that we only need to estimate $\{E(S(t)) : t = t_0, 1, \ldots, T-1\}$ to calculate the decision variables at each epoch. This greatly simplifies the estimation procedure, compared to the original formulation $SCP$ where $E(\max\{0, S_t(t)-K(t)\})$ and $E(\max\{0, K(t)-S(t)\})$ need to be estimated. In the following section we present a non-parametric Bayesian approach, based on FPCA, that can estimate (and update) $E(S(t))$ and seamlessly integrate the FPCA forecasts with (12). The key advantage of the FPCA is that $E(S(t))$ over the future horizon can be updated on the spot as more data is observed. Thus, at each time epoch, predictions are updated and hence the decisions. This allows us to refine decisions over time as more data is gathered and account for non-stationary behavior with sudden changes in the renewable supply.

Finally we note that in (12), the $LP$ is written as $LP(t_0)$. The reason is that, despite the fact that solving $LP(t_0)$ results in the optimal $x^*(t) = \{x_1(t_0), \ldots, x_T(T-1)\}$, these decisions are updated at the next epoch as new data is observed. Thus at decision epoch $t$ only $x_t^*(t)$ is implemented. More detailed discussion will be provided in Section 4.3.

#### 4.2. Real-time functional principal component analysis

Because the future movements of $S(t)$ are unknown to the farm and we make no assumption on the nature of their stochastic dynamics, we propose to predict the future values of $S(t)$ with FPCA and use the predicted values in $LP(t_0)$. We note that any predictive approach can be plugged (ex: Neural networks, Arima, etc.) into our method. The main advantages of our FPCA approach are:

- Non-Parametricity: The intermittency and high volatility of renewable energy makes predictions highly vulnerable to model mis-specifications. Further, no physical equations are currently available that provide an accurate prediction for renewable energy. Hence, we believe a non-parametric approach is suitable for such applications.
- Model Updating: A salient aspect of FPCA is that, despite non-parametricity, it features a linear and orthogonal decomposition of energy. Hence, we believe a non-parametric approach is suitable for such applications.
- Heterogeneity: FPCA has proven itself to be specifically competitive when functions pose some heterogeneity. The volatility of renewable energy requires this capability.
- Functional inference: FPCA is an operator on the functional space. It borrows the strength across a set of functions to improve prediction performance for the function at hand. As a result, it can provide competitive predictive capabilities for both short and long term predictions within its predefined domain.

To achieve real-time predictions, the energy supply data is divided by day to form a longitudinal dataset. Then the supply for the period running from current time to the end of current day is predicted. And, as more supply data is collected, the prediction for the day is then
updated using an empirical Bayesian approach. Specifically, without loss of generality, consider $t \in [0,228]$ when prediction and decision are updated every five minutes, i.e. horizon spans a day which is the case in the day-ahead unit-commitment problem. Suppose that the current time is $t_0$ where the value of $S(t)$, $t \leq t_0$ for some $t_0 \geq 0$ is observed. Further, suppose we start with the first prediction cycle as day 0. Let us define $S^{t_0} = (S(t), t \leq t_0)$ as the farm output at time $t$, $t$ days before day 0. Therefore, $\{S^{t_0}(t) \mid j = 1, \ldots, J, t = 1, \ldots, T\}$ forms the training data with data collected during the past 7 days. Now in day 0, given the observation $S(1), \ldots, S(t_0)$, our goal is to estimate the future values of $E(S(t))$ over the rolling horizon, i.e., $E(S(t_0 + 1), \ldots, E(S(T - 1))$. Here note that $S(t) \neq S^{t_0}(t)$ denotes the output in the current day.

Now assume that $\{S^{t_0}(t)\}_{t \in T}$ for $t \in T$ are generated from a square-integrable stochastic process $S(t)$ such that $T$ stands for a time domain. FPCA decomposes $S(t)$ as

$$S(t) = \mu(t) + \sum_{k=1}^{K} \xi_k \phi_k(t) + \varepsilon(t),$$

where $\mu(t) = E(\tilde{S}(t))$, $\varepsilon(t) \sim \mathcal{N}(0,\sigma^2)$ and $\xi_k = \int_{\mathbb{R}} (\tilde{S}(t) - \mu(t))\phi_k(t)dt$ is the functional principal component (FPC) score associated with eigen function $\phi_k(t)$. The FPCA scores are pairwise-independent random variables with zero mean and variance $\lambda_k$ (i.e. $E(\xi_k^2) = \lambda_k$). Here $\lambda_k$ denotes the eigen values associated with the Eigen functions and are ordered by $\lambda_1 \geq \lambda_2 \cdots \geq \lambda_K$.

As shown in (19), heterogeneity across the population is encoded via the different eigenfunctions and their corresponding coefficients, i.e., the eigen scores $\xi_k$. To achieve a finite representation, only the largest K eigen values are considered such that $S^{t_0}(t) \approx \mu(t) + \sum_{k=1}^{K} \xi_k \phi_k(t) + \varepsilon(t)$ for $j \in \{1,\ldots, J\}$. We follow standard procedures in [32] to estimate model parameters; the mean function $\mu(t)$, eigen functions $\phi_k(t)$, and variances $\lambda_k$.

Given the model above, our goal is to predict $S(t)$ given new observations $\{S(1), \ldots, S(t_0)\}$. In particular, we aim to reflect the general trend from previous days, but at the same time, individualize the predictions to data from the specific day under consideration. Specifically, the curve for the estimated output for the current day (day 0) is represented as $S(t) = \mu(t) + \sum_{k=1}^{K} \xi_k\phi_k(t) + \varepsilon(t)$, where $\xi_k$ are the FPC scores of $S(t)$. Now the prediction of $S(t)$ can be achieved by estimating $\xi_k$. To this end, we exploit empirical Bayesian updating scheme. Specifically, we utilize the trained $\lambda_k$ as prior on $\xi_k \sim \mathcal{N}(0,\lambda_k)$ for $k = 1,\ldots,K$. This prior reflects the general trend we infer from previous days. We then derive the posterior:

$$P(\xi_0, \ldots, \xi_K | S(1), \ldots, S(t_0)) = \mathcal{N}(\xi_0, \ldots, \xi_K | \xi^*, \Sigma^*).$$

where

$$\Sigma^* = \left(\frac{1}{\sigma^2} \Phi^* \Phi^* + \Lambda^{-1}\right)^{-1},$$

$$\xi^* = \frac{1}{\sigma^2} \Phi^* \Phi(t) - \mu(t)$$

and $\phi(t) = \begin{bmatrix} \phi_1(t) & \ldots & \phi_K(t) \end{bmatrix}^T$. $\Phi(t)$ is a matrix with $\phi_1(t), \ldots, \phi_K(t)$ as columns. $\Lambda$ is a diagonal matrix with $\lambda_1, \ldots, \lambda_K$ as diagonal entries.

Given the posterior distribution in (20), the predictive mean $E_{\xi_0}(S(t)|S(1), \ldots, S(t_0)) \equiv S^0_{t_0}(t)$ and variance $\text{var}_{\xi_0}(S(t)|S(1), \ldots, S(t_0)) \equiv \sigma^2_{t_0}(t)$ for time $t = t_0 + 1, \ldots, T - 1$ in $T$ are given as:

$$S_{t_0}^0(t) = \mu(t) + \sum_{k=1}^{K} \xi_k \phi_k(t),$$

$$\sigma^2_{t_0}(t) = \hat{\sigma}^2(t) + \sum_{k=1}^{K} \sum_{l=2}^{K} \xi_k \xi_l \phi_k(t) \phi_l(t) + \hat{\sigma}^2(t),$$

where $\hat{\sigma}^2(t)$ is estimated variance of $\mu(t)$. The result above is key to our model as it implies that updating predictions can be efficiently done in closed form, following the linearity (in reference to coefficients) of the FPCA decomposition. Real-time updating in turn allows us to refine our decisions, also in real-time, due to the efficiency of the LP construction. This fact and the overall algorithm steps are highlighted in the following subsection. Here we note that in the Appendix A we add some practical considerations for fitting FPCA.

### 4.3. Overall decision framework

As shown in Algorithm 1, at each time epoch the farm can solve the linear program $LP(t_0)$ to decide the amount of energy that should be charged into (or withdrawn from) the battery set, $x^*(t)$. Note that solving $LP(t_0)$ results in optimal decisions over the entire horizon $x^*(t) = \{x^*_1(t_0), \ldots, x^*_T(t_0)\}$. If we exactly knew the future $S(t)$ over the future horizon then $x^*(t)$ would be optimal. However $S(t)$ is predicted and at the next epoch the predictions are updated and hence the decisions. As such, at time $t$ only the first optimal solution $x^*_1(t)$ is implemented. The dynamic approximation algorithm for solving $LP(t_0)$ is given in Algorithm 1.

### Algorithm 1 The Dynamic Approximation Algorithm For The Wind/Solar Farm Problem

1. **FPCA Training Steps:**
   - Train the FPCA in (19) using previous $J$ days’ data $\{S^{t_0}(t) \mid j = 1, \ldots, J, t = 1, \ldots, T - 1\}$.
   - **Decision Making Steps:**
     1. For $t = 1$ to $T - 1$ do
     2. Observe the renewable power output at current time $t$: $S(t)$.
     3. Update the FPCA model using the observed data $S(1), \ldots, S(t)$ and $(20)$.
     4. Predict $S^0_{t_0}(t + 1), \ldots, S^0_{t_0}(T - 1)$ using (21).
     5. Solve the linear program $LP(t)$ in (12) with the predicted power output.
     6. Use the first optimal solution $x^*_1(t)$ as the battery charge/discharge decision at time $t$.
     10. End for

### 4.4. Stochastic alternatives

One key advantage of FPCA is that it provides a full predictive distribution. This implies that stochasticity in $S(t)$ over the entire horizon can be accommodated for in our model. Here we propose two alternative solutions (i) a scenario based approach (ii) a robust optimization approach. We will defer the robust approach to the Appendix A and focus on the scenario based approach.

Recall, that our Empirical Bayes approach yields a posterior $P(\xi_0, \ldots, \xi_K | S(1), \ldots, S(t_0)) = \mathcal{N}(\xi_0, \ldots, \xi_K, \Sigma^*, \Sigma^*)$ after each data point is collected. Hence at any time point, a possible scenario for the evolution of $S(t)$ over the future horizon can be generated through sampling from $\mathcal{N}(\xi_0, \ldots, \xi_K, \Sigma^*, \Sigma^*)$ and finding the predictive mean in (21) over the future horizon; $t \in \{t_0 + 1, \ldots, T - 1\}$. Therefore, a stochastic alternative of our expectation approach in (12) is shown in (22).

$$\min \frac{1}{N} \sum_{i=1}^{N} \left\{ \sum_{t=t_0}^{T-1} \left[ c_{\text{storage}}(t) + c_{\text{charging}}(t) + O_{\text{storage}}(t) \right] \right\} + \rho^2 \Phi^T \Phi(T) \right\}.$$ 

s.t. $\hat{x}_{t_0}(t) = x(t) + O_{\text{storage}}(t) - U_{\text{storage}}(t)$, $B_{t+1} = B_t - \hat{x}_{t_0}(t)$, $-L \leq \hat{x}_{t_0}(t) \leq L$, $O_{\text{storage}}(t) \geq S(t) + \hat{x}_{t_0}(t) - K(t)$, $O_{\text{storage}}(t) \geq -S(t) - \hat{x}_{t_0}(t) - K(t)$, $O_{\text{storage}}(t), O_{\text{storage}}(t) \geq 0$. 

represents the amount of energy curtailed by the ISO. The solar plants power production during a specific day on April 2018. The green area daily predictions in real-time in which starts off by a population estimate in accurate short-term predictions. This can be achieved via our FPCA model prediction model should take into consideration such variations for making. On the other hand, the pattern varies day-by-day, so the common diurnal pattern could be beneficial for non-myopic decision. This observation suggests that a prediction model that captures the production have strong commonalities and follow a similar pattern. Different colored curve. We observe that the daily solar and wind power production data for each day of a month, each represented by a components of the California ISO data. Fig. 3 presents the solar plus wind power production for April 27. The horizontal axis denotes time of day in minute scale and the vertical axis denotes power output from the farm. The prediction is made, based on observed data within the day. For example, in the left figure, data up to 4:10 AM (250 min) is known up of energy caused by the Duck curve (at around 3 pm) the California ISO runs conventional plants at low generation capacity at noon. Overall, the power production from the solar plants is larger than the power generated by the wind farms in this case study. Curtailment often occurs when the power production is unexpectedly large. For example, in April 17, 2018, about 15% of solar power production was curtailed.

5. Case study preliminaries

In this section, we apply the proposed method on data from the California ISO [33]. The dataset includes the amount of energy generated from several types of sources (i.e., wind, solar, thermal, nuclear, and hydro) and the load. It covers a span of several years (2014–2019), collected daily at 5-minute intervals. Table 1 shows a sample of the dataset available in [33].

In Table 1, the “Load” column represents the actual electricity consumption during a 5-minute interval. The “Solar” and “Wind” columns show the energy production from solar and wind farms, respectively. The “Net Load” is the actual load minus solar and wind production. The net load is met by other energy sources, typically expensive conventional power plants. Other columns include energy production from other sources, for example, thermal, hydro, nuclear, imports, etc.

5.1. Data exploration

We first provide illustrative examples that highlight some components of the California ISO data. Fig. 3 presents the solar plus wind power production data for each day of a month, each represented by a different colored curve. We observe that the daily solar and wind power production have strong commonalities and follow a similar pattern. This observation suggests that a prediction model that captures the common diurnal pattern could be beneficial for non-myopic decision making. On the other hand, the pattern varies day-by-day, so the prediction model should take into consideration such variations for accurate short-term predictions. This can be achieved via our FPCA model which starts off by a population estimate in (19) and then individualizes the daily predictions in real-time in (20).

Fig. 4 presents the wind (in red lines) and solar (in blue lines) power production during a specific day on April 2018. The green area represents the amount of energy curtailed by the ISO. The solar plants generate the largest amount of energy at around noon, while producing zero energy at night. On the other hand, the wind system generate more power at night. We also observe that seasonally, solar power production is high in the summer and low in the winter. Overall, the power production from the solar plants is larger than the power generated by the wind farms in this case study. Curtailment often occurs when the power production is unexpectedly large. For example, in April 17, 2018, about 15% of solar power production was curtailed.

Here we note that the Duck curve in Fig. 1, can be directly recovered from subtracting wind and solar power generation from the total load, i.e., the net load. Also, we recall that in order to supply the large ramp-up of energy caused by the Duck curve (at around 3 pm) the California ISO runs conventional plants at low generation capacity at noon.

5.2. Illustration of FPCA prediction

Fig. 5 presents the FPCA prediction results for wind and solar power production for April 27. The horizontal axis denotes time of day in minute scale and the vertical axis denotes power output from the farm. The prediction is made, based on observed data within the day. For example, in the left figure, data up to 4:10 AM (250 min) is known and the FPCA model uses this information to predict the days trend.

We observe that FPCA can yield competitive predictions over the entire horizon. At the 4:10 AM, the trend still follows the overall population mean. This is intuitively understandable as few data is
collected at that day. However, as more data is gathered, predictions are individualized and reflect better the day at hand. This can be seen from predictions after 500 min elapsed throughout the day. Also notice that as more data is gathered, the predictive distribution becomes more accurate and more concentrated; hence the previously mentioned notion of automatic selection of the relevant scenarios.

5.3. Benchmark methods and evaluation metrics

We also benchmark with FPCA predictions, we compare three alternatives of our model. Those are:

- **Expectation** approach given in (12).
- **Scenario** approach given in (22).
- **Robust** approach given in (26).

We also benchmark with

- Non-myopic approach with perfect forecast: We assume that \( S(t) \) is fully known \( \forall t \in \{0, \ldots, T - 1\} \) and denote the deterministic function as \( S^{\text{true}}(t) \). We then optimize the objective in (12) at \( t_0 = 0 \) to obtain \( x^*(0) = \{x^*_0(0), \ldots, x^*_{T-1}(T-1)\} \). Note that no updating is performed in this approach, since \( S(t) \) is known and thus the initial set of decisions \( x^*(0) \) are optimal.

- Myopic approach with perfect forecast: The charging/discharging decision at time \( t_0 \) is made with only the knowledge of the farm output \( S(t_0) \), but no future information is taken into consideration. In other words, the problem is solved by taking a snapshot of the system. To do this the sum notation in (12) is removed and the \( "t = t_0, \ldots, T - 1" \) in the constraints are replaced by \( "t = t_0" \). This one-period linear programming is easy to solve. Its decision can be stated as:

  - When the farm output \( S(t_0) \) is greater than the promised output \( K(t_0) \) and the battery is not yet full, the battery is charged until the overall output \( S(t_0) + x_1(t_0) \) equals the promised output \( K(t_0) \) or the battery becomes full.

  - When the farm output \( S(t_0) \) is less than the promised output \( K(t_0) \), and if the battery is not yet empty, the battery is discharged until the overall output \( S(t_0) + x_1(t_0) \) equals the promised output or the battery becomes empty.

  - No charging/discharging action is made if the two rules above are not satisfied.

- Myopic approach with FPCA forecast: This is similar to the perfect forecast one, but without knowing the true observation of the farm output at \( t_0 \). Instead FPCA is used to predict \( S(t_0) \). Note that here any of the expectation, robust or scenario approaches can be used to obtain decisions.

A regret ratio metric is defined to compare model performance. We first define regret \( f \in \mathbb{R}^T \) as the total cost incurred from excess production and shortage from time 0 to \( T - 1 \)

\[
f = \sum_{t=0}^{T-1} c_{\text{salvage}}(t) \cdot \max\{0, S^{\text{true}}(t) + x_1(t) - K(t)\} \]

\[
+ c_{\text{prod}}(t) \cdot \max\{0, K(t) - S^{\text{true}}(t) - x_1(t)\}.
\]

Given, (23), it is clear that the non-myopic method under perfect forecast considers the most accurate and largest amount of information, as it optimizes over a long-term horizon with perfect knowledge of the supply evolution. Based on this, regret ratio is defined as

\[
\text{regret ratio} = \frac{f - f_0}{f_0}.
\]

where \( f_0 \) denotes the cost of the reference method. Note that for simplicity of interpretation, but without loss of generality, we use the zero terminal cost.

5.4. Settings

The following parameters are set.

| \( K(t) \) | 7500 MW |
| \( B_{\text{min}}^{(1)} \) | 1500 MWh |
| \( B_{\text{max}}^{(1)} \) | 15,000 MWh |
| \( B_1^{(1)} \) | 7500 MWh |
| \( L_1 \) | 9000 MWh |
| \( c_{\text{salvage}} \) | 0.50 |
| \( \rho \) | 1 |

The spot price, \( c_{\text{prod}}(t) \), varies over time. Usually the electricity price is high in the early morning and evening because the demand is high and production is lower. We use the average 5-minute ahead marginal prices in the California electricity market available in [34]. Fig. 6 presents the used market price.

6. Proof of concept: Effect of look-ahead planning

This section presents a proof of concept that illustrates the advantage of look-ahead planning. To this end, we only consider the non-myopic and myopic methods under perfect forecast. We understand that the perfect forecast assumption is not realistic, but it eliminates prediction errors so we can gain useful insights on how the proposed forward-looking approach affects the decision-making process. Note here that since predictions are deterministic, only the expectation...
battery reaches zero (or full) capacity, the farm starts purchasing or
spot price does not affect the myopic method. In both subfigures, the
battery discharging (when red lines are above zero) occurs in periods (i)
and (iii), while battery charging (when red lines are below zero) occurs
in periods (i) and (iii) after 17:30. In the first and the third periods, the wind
and solar output is higher. Therefore, we observe that solar output is lower
than the promised amount of energy. In the second period, the wind and
solar output is lower than the committed amount, so the farm
purchases energy from the electricity spot-market to fulfill the
committed energy output. During 1:00 to 2:00, because the spot price
is low, the farm decides to purchase energy instead of dispatching
its stored energy. One can observe, battery is discharged and no energy
is purchased during 1:00 to 2:00, because the spot price is relatively
high. When the spot price is low, energy is purchased through
the spot market to fulfill the committed energy output. During 1:00 to
2:00, because the spot price is low, the farm decides to purchase energy
and charge them into the battery. On the other hand, in Fig. 8(a),
because the spot price is constant, the farm has the same cost whenever
it purchases energy.

From the above discussions, we can understand the differences
between both approaches and the benefits of the non-myopic approach.
In summary, during periods (i) and (iii) the decision in Fig. 7(a) incurs
much less cost because the non-myopic method considers the future
information and price changes. In period (ii), the curves in Fig. 7(a)
are smoother because of the non-myopic property and the constant
salvage price. On the other hand, when the spot and salvage prices
are all constant, both the non-myopic and myopic approaches incur
the same cost even though the decisions over time differ, as shown
in Fig. 8(a) and (b). These results suggest that the non-myopic property
can help decrease the farm's cost if the unit cost of purchasing or salvaging
energy is changing in the future.

7. Case study results

The proof of concept was done under perfect predictions. Here we
observe the results in a real-life setting where FPCA forecasts are used
to obtain predictions. Tables 3–6 compare the regret ratios for non-
myopic and myopic methods (expectation, robust and scenario based
methods) under varying spot prices and $\rho = 0.999$. The results are
shown in terms of regret ratios over multiple days in April 2018. As the
load pattern during weekdays are different from that on weekends, we
focus our implementation on weekdays, so the analysis for weekends
(e.g., April 21, 22, 28 and 29) are omitted. In addition, Table 7
summarizes the running time of each approach using a standard desktop
computer. An illustration of the expectation method performance with
varying spot prices with a discounting factor $\rho = 0.999$ is given in Fig. 9.

Many interesting insights can be derived from the Tables:

- First and most importantly, no matter which optimization formulation
is used, a non-myopic framework can significantly decrease
regret and hence operational costs. This in turn confirms the ad-
advantageous properties of our dynamic and non-myopic framework
that can be applied under different inference procedures.

<table>
<thead>
<tr>
<th>Varying spot price</th>
<th>Constant spot price</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.42%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 2. Regret ratios for the myopic method under two different spot price scenarios in Figs. 7 and 8.

![Price Chart](image_url)
Second, interestingly, we observe that the scenario-based approach is able to slightly outperform the expectation-based approach when the number of scenarios is large. This is intuitively understandable because it can account for prediction uncertainty with multiple scenarios (rather than using one expected trajectory in the expectation-based approach) within our decision framework. The caveat, however, is that accounting for such uncertainty comes at the expense of increased computational times. For instance, the running time to make storage decisions increases from around 2.4 min to 28 min (refer to Table 7) when switching from expectation-based formulation to the scenario-based formulation with 10 scenarios. For the 5-min time interval considered in this study, Scenario-10 is hence an unfeasible option. We can also imagine that the scenarios-based approach is not scalable to solve large-scale problems with multiple renewables and batteries.

Third, the Robust approach leads to worst case regret. This is expected, as we are taking decisions under worst case supply scenarios. The Robust approach provides very conservative decisions, increasing operational costs.

Finally, from these results, while the proposed framework is flexible enough to include different optimization formulations, the expectation approach appears to be most adequate in terms of operational cost and running time.

Fig. 9 also echoes our results. Through comparing Fig. 9(a) and (b), we observe the benefit of far-horizon planning where in period (i), the farm purchases more energy when the spot price is low and uses it when the spot price is high. This results in a smaller regret (or cost), compared to the myopic approach (see Tables 3 and 4). Also, in comparison with the non-myopic approach under perfect forecast (Fig. 7(a)), we find that the major difference happens in period (ii), where the salvaging happens only in the later part of the period in Fig. 9(a). This difference is due to the use of a discount factor in this setting. Since, the unit cost of salvaged energy is $\rho^{t-\hat{t}}c_{\text{salvage}}$, which is decreasing over time $t$. Thus, in period (ii), the farm prefers to salvage its excess energy later, when the unit cost is lower.

8. Conclusion

This paper presents a practical and easy to implement methodology for managing the output of a wind/solar farm in a cost effective and real-time manner. Our problem aims at deciding the amount of energy charged into, or withdrawn from, a battery, considering the time-varying nature in the renewable energy output. A salient aspect of our formulation is that it enables real-time updating of a joint predictive-prescriptive model where forecasts of energy outputs over the future horizon are used to update decisions. This scheme is enabled via FPCA which accounts for data heterogeneity, safeguards against model mis-specification via non-parametric predictions, and features a linear decomposition which in turn enables efficient real-time updating. We show that our scheme is flexible to different optimization schemes; be it stochastic, robust or even a deterministic approach. Our technology
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Fig. 9. Results with varying spot prices and a discounting factor $\rho = 0.999$.

Table 3

<table>
<thead>
<tr>
<th>Non-myopic approach</th>
<th>Expectation</th>
<th>Scenario 2</th>
<th>Scenario 5</th>
<th>Scenario 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apr 17, 2018</td>
<td>9.35%</td>
<td>10.62%</td>
<td>9.34%</td>
<td>7.93%</td>
</tr>
<tr>
<td>Apr 18, 2018</td>
<td>1.76%</td>
<td>1.75%</td>
<td>1.39%</td>
<td>1.26%</td>
</tr>
<tr>
<td>Apr 19, 2018</td>
<td>15.01%</td>
<td>16.79%</td>
<td>13.77%</td>
<td>12.98%</td>
</tr>
<tr>
<td>Apr 20, 2018</td>
<td>12.16%</td>
<td>13.12%</td>
<td>10.80%</td>
<td>10.38%</td>
</tr>
<tr>
<td>Apr 23, 2018</td>
<td>3.65%</td>
<td>4.08%</td>
<td>3.42%</td>
<td>3.37%</td>
</tr>
<tr>
<td>Apr 24, 2018</td>
<td>6.01%</td>
<td>6.57%</td>
<td>5.21%</td>
<td>5.11%</td>
</tr>
<tr>
<td>Apr 25, 2018</td>
<td>7.11%</td>
<td>8.30%</td>
<td>6.22%</td>
<td>6.17%</td>
</tr>
<tr>
<td>Apr 26, 2018</td>
<td>6.22%</td>
<td>9.88%</td>
<td>7.15%</td>
<td>5.31%</td>
</tr>
<tr>
<td>Apr 27, 2018</td>
<td>6.45%</td>
<td>10.25%</td>
<td>7.60%</td>
<td>5.92%</td>
</tr>
<tr>
<td>Apr 30, 2018</td>
<td>4.38%</td>
<td>7.06%</td>
<td>5.67%</td>
<td>4.93%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>7.21%</td>
<td>8.84%</td>
<td>7.06%</td>
<td>6.34%</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Myopic approach</th>
<th>Expectation</th>
<th>Scenario 2</th>
<th>Scenario 5</th>
<th>Scenario 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apr 17, 2018</td>
<td>10.46%</td>
<td>10.36%</td>
<td>10.36%</td>
<td>10.36%</td>
</tr>
<tr>
<td>Apr 18, 2018</td>
<td>9.70%</td>
<td>10.03%</td>
<td>9.77%</td>
<td>9.70%</td>
</tr>
<tr>
<td>Apr 19, 2018</td>
<td>14.52%</td>
<td>14.81%</td>
<td>14.59%</td>
<td>14.56%</td>
</tr>
<tr>
<td>Apr 20, 2018</td>
<td>18.34%</td>
<td>18.61%</td>
<td>18.42%</td>
<td>18.52%</td>
</tr>
<tr>
<td>Apr 23, 2018</td>
<td>9.47%</td>
<td>9.56%</td>
<td>9.48%</td>
<td>9.53%</td>
</tr>
<tr>
<td>Apr 24, 2018</td>
<td>13.13%</td>
<td>12.94%</td>
<td>12.90%</td>
<td>13.01%</td>
</tr>
<tr>
<td>Apr 25, 2018</td>
<td>10.56%</td>
<td>10.56%</td>
<td>10.53%</td>
<td>10.53%</td>
</tr>
<tr>
<td>Apr 26, 2018</td>
<td>11.08%</td>
<td>11.37%</td>
<td>11.17%</td>
<td>11.18%</td>
</tr>
<tr>
<td>Apr 27, 2018</td>
<td>10.11%</td>
<td>10.34%</td>
<td>10.02%</td>
<td>10.20%</td>
</tr>
<tr>
<td>Apr 30, 2018</td>
<td>10.69%</td>
<td>10.74%</td>
<td>10.77%</td>
<td>10.73%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>11.81%</td>
<td>11.93%</td>
<td>11.82%</td>
<td>11.83%</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Non-myopic approach</th>
<th>Expectation</th>
<th>Robust</th>
<th>Robust</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apr 17, 2018</td>
<td>9.35%</td>
<td>10.48%</td>
<td>10.49%</td>
<td>10.45%</td>
</tr>
<tr>
<td>Apr 18, 2018</td>
<td>1.76%</td>
<td>10.05%</td>
<td>10.05%</td>
<td>10.24%</td>
</tr>
<tr>
<td>Apr 19, 2018</td>
<td>15.01%</td>
<td>14.61%</td>
<td>14.82%</td>
<td>14.81%</td>
</tr>
<tr>
<td>Apr 20, 2018</td>
<td>12.16%</td>
<td>18.64%</td>
<td>18.55%</td>
<td>18.82%</td>
</tr>
<tr>
<td>Apr 23, 2018</td>
<td>3.65%</td>
<td>9.53%</td>
<td>9.73%</td>
<td>9.71%</td>
</tr>
<tr>
<td>Apr 24, 2018</td>
<td>6.01%</td>
<td>13.10%</td>
<td>13.54%</td>
<td>13.51%</td>
</tr>
<tr>
<td>Apr 25, 2018</td>
<td>7.11%</td>
<td>10.27%</td>
<td>10.65%</td>
<td>10.77%</td>
</tr>
<tr>
<td>Apr 26, 2018</td>
<td>6.22%</td>
<td>11.34%</td>
<td>11.65%</td>
<td>11.74%</td>
</tr>
<tr>
<td>Apr 27, 2018</td>
<td>6.45%</td>
<td>10.33%</td>
<td>10.53%</td>
<td>10.56%</td>
</tr>
<tr>
<td>Apr 30, 2018</td>
<td>4.38%</td>
<td>10.81%</td>
<td>10.85%</td>
<td>10.91%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>7.21%</td>
<td>11.95%</td>
<td>12.09%</td>
<td>12.15%</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>Myopic approach</th>
<th>Expectation</th>
<th>Robust</th>
<th>Robust</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apr 17, 2018</td>
<td>10.46%</td>
<td>10.42%</td>
<td>10.57%</td>
<td>10.53%</td>
</tr>
<tr>
<td>Apr 18, 2018</td>
<td>9.70%</td>
<td>9.86%</td>
<td>9.76%</td>
<td>9.82%</td>
</tr>
<tr>
<td>Apr 19, 2018</td>
<td>14.53%</td>
<td>14.48%</td>
<td>14.40%</td>
<td>14.37%</td>
</tr>
<tr>
<td>Apr 20, 2018</td>
<td>18.34%</td>
<td>18.69%</td>
<td>18.61%</td>
<td>18.57%</td>
</tr>
<tr>
<td>Apr 23, 2018</td>
<td>9.47%</td>
<td>9.45%</td>
<td>9.48%</td>
<td>9.48%</td>
</tr>
<tr>
<td>Apr 24, 2018</td>
<td>13.13%</td>
<td>12.84%</td>
<td>12.88%</td>
<td>12.91%</td>
</tr>
<tr>
<td>Apr 25, 2018</td>
<td>10.56%</td>
<td>10.54%</td>
<td>10.50%</td>
<td>10.56%</td>
</tr>
<tr>
<td>Apr 26, 2018</td>
<td>11.08%</td>
<td>11.06%</td>
<td>11.07%</td>
<td>11.07%</td>
</tr>
<tr>
<td>Apr 27, 2018</td>
<td>10.11%</td>
<td>10.19%</td>
<td>10.18%</td>
<td>10.16%</td>
</tr>
<tr>
<td>Apr 30, 2018</td>
<td>10.69%</td>
<td>10.68%</td>
<td>10.72%</td>
<td>10.69%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>11.81%</td>
<td>11.82%</td>
<td>11.82%</td>
<td>11.82%</td>
</tr>
</tbody>
</table>

Table 7

<table>
<thead>
<tr>
<th>Proposed methods</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Myopic</td>
<td>0.001</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>2.07</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>2.10</td>
</tr>
<tr>
<td>Scenario 10</td>
<td>2.37</td>
</tr>
<tr>
<td>Robust 2</td>
<td>2.26</td>
</tr>
<tr>
<td>Robust 5</td>
<td>2.42</td>
</tr>
<tr>
<td>Robust 10</td>
<td>2.66</td>
</tr>
</tbody>
</table>
Appendix A. Robust approach

\[
\min \sum \rho \cdot \left[ c_{\text{salvage}}(t) \cdot (O_{\text{excess}}(t) + O_{\text{sp}}(t)) + c_{\text{job}}(t) \cdot (O_{\text{shortage}}(t) + U_{\text{sp}}(t)) \right] + \rho^2 \Phi(B(T)) \tag{25},
\]

In LP formulation, we get

\[
\begin{align*}
\text{min } F, \\
\text{s.t. } F &\geq \sum \rho \cdot \left[ c_{\text{salvage}}(t) \cdot (O_{\text{excess}}(t) + O_{\text{sp}}(t)) + c_{\text{job}}(t) \cdot (O_{\text{shortage}}(t) + U_{\text{sp}}(t)) \right] + \rho^2 \Phi(B(T)) \tag{26}.
\end{align*}
\]

Other constraints remain the same as scenario-based approach (22).

Appendix B. FPCA considerations

Functional regression methods are often vulnerable in outliers [35]. Our FPCA model can also exhibit sensitivity when data contains outliers. For example, the Bayesian updating scheme above may lead to inaccurate predictions if recent observations stray away from the previously observed trends. To deal with this issue, we adopt a simple strategy. First, we smoothen the curves to alleviate local fluctuations. We used a Gaussian kernel smoother in our numerical study, but other smoothers can be employed. Next, if an observation lies outside our 3-sigma prediction interval, we ignore it and wait until the next observation to update our model. If h consecutive recent observations are out of the 3-sigma limits we relax this restriction.