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Abstract—Mixed-effect models (MEMs) have been found very
useful for modeling complex dataset where many similar individu-
alized regression models should be estimated. Like many statistical
models, the success of these models builds on the assumption that a
central tendency can effectively establish the population-level char-
acteristics and covariates are sufficient to characterize the individ-
ual variation as derivation from the center. In many real-world
problems, however, the dataset is collected from a rather hetero-
geneous population, where each individual has a distinct model.
To fill in this gap, we propose a collaborative learning framework
that provides a generic methodology for estimating a heteroge-
neous population of individualized regression models by exploiting
the idea of “canonical models” and model regularization. By using
a set of canonical models to represent the heterogeneous popula-
tion characteristics, the canonical models span the modeling space
for the individuals’ models, e.g., although each individual model
is distinct, its model parameter vector can be represented by the
parameter vectors of the canonical models. Theoretical analysis
is also conducted to reveal a connection between the proposed
method and the MEMs. Both simulation studies and applications
on Alzheimer’s disease and degradation modeling of turbofan en-
gines demonstrate the efficacy of the proposed method.

Index Terms—Collaborative learning, degradation modeling, re-
gression, sparse and irregular measurements.

I. INTRODUCTION

THIS study concerns the problem of estimating many in-
dividualized regression models in a heterogeneous pop-

ulation where each individual has a distinct regression model.
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Regression models have been popular tools in a wide range of
reliability and prognostic tasks. A classic example is to model
the relationship between demographical and/or intellectual vari-
ables with students’ academic achievements in a school district
where a number of regression models may be needed since each
school may require a different model. The heterogeneous pop-
ulation is also observed in many applications, such as degra-
dation modeling in many engineering systems and healthcare
problems. Accurately predicting the health degradation on each
individual has the potential to enable better decision making in
clinical practice and engineering processes, including early pre-
vention of disease onset and engine failure, as well as efficient
monitoring and maintenance (treatment) strategy design.

One approach to model heterogeneous individuals is to esti-
mate the regression model separately for each individual. This
approach, however, could be less effective because the informa-
tion from others is not exploited. Moreover, in many real-world
studies, data on individuals could be unevenly distributed, i.e.,
some individuals may have many data while others’ data are
sparse. Consequently, measurements from an individual may
not be sufficient to build an accurate prognostic model. Another
common approach is to estimate a prediction model for all indi-
viduals by ignoring their individual’s variations. However, this
approach will only characterize the average effect, failing to
capture the between-individual variations.

A more advanced treatment to mitigate the limitations of
these two approaches is to use the mixed-effect model (MEM)
[1], also known as hierarchical models [2] and multilevel models
[3]. The MEM assumes that the regression parameters of these
regression models are sampled from a distribution model, for ex-
ample, a multivariate normal distribution. The MEM has been
widely used to address the individual-to-individual (or unit-
to-unit) variations in various applications [4]–[7]. The MEM
approach could be effective when there is a central tendency
and the heterogeneous patterns of individuals (i.e., the devia-
tions from the central tendency) are randomly distributed. It,
however, will be less effective where a mixture of central ten-
dency exists that presents a complex heterogeneous structure.
For instance, it is common in many degradation studies that
a complex engineering system may degrade following a vari-
ety of degradation trajectories, corresponding to different fail-
ure modes. It is also common in many prognostic modeling
studies in healthcare. For instance, in Alzheimer’s disease re-
search, it has been discovered that, roughly, there are three la-
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tent phenotypes in the Alzheimer’s disease population [8]–[11].
Each group shows a distinct degradation pattern on cognitive
deterioration.

To efficiently estimate a heterogeneous population of degra-
dation processes, we developed a general statistical learning
framework, collaborative learning, and applied it to the contexts
of cognitive decline in Alzheimer’s disease and health degrada-
tion of turbofan engines. The basic idea of the proposed collab-
orative learning framework is to use a set of canonical models
to represent the heterogeneous population characteristics [12].
The proposed collaborative model (CM) assumes that there are
K canonical models, in which each degradation mechanism can
be represented by a canonical model. In practice, it is usually
unknown in prior which degradation mechanism an individ-
ual may follow, and some individuals could follow degradation
pattern between multiple canonical models. Thus, mathemati-
cally, these canonical models span the modeling space for the
individuals and provide a basis to characterize the individuals’
variations on their own degradation mechanisms. This led us to
create a membership vector ci for individual i, where cik rep-
resents the degree to which the model of individual i resembles
the canonical model k. With knowledge of the canonical mod-
els and the membership vector ci , the model of individual i can
be derived.

The utilization of the canonical structure is just the first step
to integrate the sparse data of multiple individuals. On top of
CM, we further extend it to similarity-regularized CM (SCM)
that can incorporate the similarity between individuals. Similar-
ity between individuals have been long studied in the literature.
In engineering applications for degradation modeling, the en-
vironmental factors and operational parameters of the individ-
uals could be used to calculate their similarities. In healthcare
applications, the demographic, social-economical, genetic and
imaging information can be used for this purpose. Therefore, we
believe that SCM could further enhance the estimation of the
individual models with effective use of the canonical structure
and the similarity information between individuals.

This paper is organized as follows. Section II reviews the re-
lated methods. Section III provides the details of the proposed
collaborative learning framework. Section IV focuses on deriv-
ing an iterative updating algorithm that solves the constrained
non-convex optimization problems. Section V presents compre-
hensive simulation studies and two case studies in Alzheimer’s
disease and degradation modeling of turbofan engines.
Section VI provides a conclusion and discussion of future work.

II. RELATED METHODS

As we have described in Section I, the proposed collaborative
learning framework is different from the existing methods such
as MEM models [1]–[3]. It is also different from the finite mix-
ture regression models that have been developed in [15], [16].
The finite mixture regression models are also closely related
to mixture regression model [17], latent class regression model
[18], and clusterwise linear regression [19]. The finite mixture
regression models assume that there are latent clusters, which is
a different assumption from our proposed canonical structure.
Our proposed collaborative learning approach is fundamentally
different from these mixture regression models since our goal

is to learn a regression model for each individual, rather than
assigning individuals into clusters. Specifically, in those mix-
ture regression models, a similar parameter as cik was also
defined. However, in mixture regression models, it is assumed
that the underlying model has each individual following one-
and-only-one of the K canonical models, so the cik represents
the probability that individual i follows the model k. However,
here, a fundamental difference is that we assume that each indi-
vidual i truly follows a linear combination of the K canonical
models rather than one-and-only-one of the K canonical mod-
els. The model formulation is quite different, while the associ-
ated computational challenges are also different. The proposed
method is also different from the reduced-rank regression mod-
els [20]–[22] that have been proposed for restricting the rank of
the regression coefficient matrix of a regression model where
multivariate outcomes are concerned simultaneously, and the
dynamic weighted ensemble models [23], [24] which are de-
veloped to enhance the conventional framework of ensemble
learning where a set of models are combined.

While many of the aforementioned methods could be shown
as equivalent to the MEM model (but differ in the forms
of the basis used in these regression models), the proposed
collaborative learning method targets a different type of ap-
plications. The central assumption is that, in a heterogeneous
population, although the regression model for each individual
should differ from each other, the models can be characterized
by a low-dimensional structure, e.g., considering the few types
of degradation mechanisms of the phenotypes in a population.
Individuals’ models may be variants of these typical degradation
mechanisms. Another unique merit of the proposed method is
that it can address the data challenges such as sparse and irreg-
ular measurements, and explicitly utilize similarity information
for modeling.

III. COLLABORATIVE LEARNING FRAMEWORK

Since many degradation models take the form of regression,
we use the degradation modeling as the context to illustrate the
development of the collaborative learning framework. Particu-
larly, we demonstrate the collaborative learning method using
linear models in this study. Let the degradation model of individ-
ual i be fi(x) for i = 1, . . . , N . We assume that fi(x) = xβi ,
where x represents p predictors and βi represents the corre-
sponding regression parameters. Linear models have been found
successful in characterizing a range of degradation models [25]–
[28]. However, the proposed approach can incorporate nonlinear
models by using nonlinear basis functions of predictors, e.g.,
polynomial basis functions are typical examples. Many nonlin-
ear models such as Gaussian processes or kernel models can be
represented as linear models using nonlinear basis functions or
kernel tricks that map the original variables x(t) into the repro-
ducing kernel Hilbert space defined by a certain kernel function
[29], [30]. Here, we use the Gaussian process as an example for
explanation.

Assuming the degradation model fi(x) takes the form as a
Gaussian process, which can be defined as [31], [32]

fi (x) = xβi +
ni∑

j=1

αij k (x,xij )
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where k(x,xij ) is the covariance function of the two vec-
tors x and xij , αi = [αi1 , . . . , αini

]T = (Ky i ,y i
+ σ2I)−1

(yi − Xiβi), σ2 is the variance parameter, I is the identical
matrix, and Ky i ,y i

= [k(xij ,xij ′)]ni ×ni
is called the covari-

ance matrix of the observational data. The covariance function
could take highly nonlinear forms such as the Gaussian covari-
ance function or the polynomial covariance function. Therefore,
a linear model provides a flexible framework for encompassing
a wide range of models and can be easily extended to capture
the nonlinear patterns.

Given the model formulation, the challenge is how to learn
the models from data. The anticipated data for each individ-
ual, e.g., individual i, are longitudinal measurements at ni time
points. Denote these measurement as yi = [yi1 , . . . , yini

]T ∈
Rni × 1 , and Xi = [xi1 , . . . ,xini

]T ∈ Rni × p . The variability
of the length of the longitudinal measurements for the individ-
uals could be very large, resulting in a sparse and irregular data
structure. In subsequent sections, we propose the CM and SCM
to effectively learn fi(x), i = 1, . . . , N .

A. Model Formulation

Let gk (x), k = 1, . . . ,K, be the degradation model of the kth
canonical model such that gk (x) = xqk , where qk is the corre-
sponding regression parameter vector. We assign a membership
vector ci = [ci1 , . . . , ciK ]T to each individual i, where cik rep-
resents the degree to which the individual i resembles the canon-
ical model k, i.e., fi(x) =

∑
k cik gk (x). In linear models, i.e.,

fi(x) = xβi , gk (x) = xqk , this assumption could be further
rewritten as βi =

∑
k cikqk = Qci while Q = [q1 , . . . , qK ].

To learn the models, we propose the following formulation:

min
ci ,Q

∑

i

‖yi − XiQci‖2

subject to cik ≥ 0,
∑

k

cik = 1

XiQ ≥ 0, ∀ i = 1, . . . , N, and k = 1, . . . ,K. (1)

Here, the objective function is the least square loss function
to gauge the goodness-of-fit of the models. The last inequal-
ity XiQ ≥ 0 is imposed due to the constraint that the predicted
health status, such as the cognitive status in AD, should stay non-
negative. The other two constraints, cik ≥ 0 and

∑
k cik = 1,

are imposed on ci due to its definition as a membership vector.
Then, by solving this optimization formulation, the K canoni-
cal models, encoded in Q, and the membership vector for each
individual, encoded in ci , can be estimated. Next, individuals’
degradation models can be obtained by using βi = Qci .

The proposed collaborative learning framework is flexible and
capable of fusing data and information from multiple sources.
For instance, we could further extend the CM to incorporate the
similarity information, denoted as wjl for the similarity between
individuals j and l. The similarity wjl reflects how likely that
the degradation models of the two individuals could be similar.
Therefore, it is reasonable to assume that cj and cl are more
similar with each other when wjl is larger. wjl can be obtained
by various approaches that will be discussed in more details in
Section IV.

To incorporate the similarity knowledge in the model formu-
lation of CM, we add a regularization term,

∑
j,l ||cj − cl ||2wjl ,

into the objective function of (1), leading to the following SCM
formulation:

min
ci ,Q

∑

i

‖yi − XiQci‖2 +
λ

2

∑

j,l

||cj − cl ||2wjl

subject to cik ≥ 0,
∑

k

cik = 1, XiQ ≥ 0

∀ i = 1, . . . , N, and k = 1, . . . ,K. (2)

Here, λ is the parameter to control the effect of the regular-
ization term on parameter estimation. A larger λ imposes more
influence of the similarity regularization on the parameter esti-
mation. The proposed formulation in (2) presents a challenging
optimization task due to its non-convex nature and its constraint
structure. We will present the details of the algorithm [12] in
Section IV.

B. Relationship Between SCM and MEM

This section presents a connection between the proposed
SCM with MEM. For linear models, MEM assumes that
{βi , i = 1, 2, . . . , N} are independent identically distributed
(i.i.d.), sampled from a multivariate normal distribution, i.e.,
βi ∼ N(0,G), where G denotes a covariance matrix. It can
be shown that the objective function in (2) becomes equivalent
to MEM under the specific conditions where wjl = 1 for all j
and l and G = QQT . Note that, here, wjl = 1 for all j and l
corresponds to the fact that MEM actually treats the individual
models as identical samples from a distribution model.

Theorem 1: The objective function of the optimizing prob-
lem (2) is equivalent to the objective function of MEM when
W is a matrix with all the elements being one and G = QQT .

We include the detailed proof of the theorem in the Appendix.
Theorem 1 provides a useful insight into the proposed collab-
orative learning approach’s flexibility and unique capability of
studying the heterogeneous models at a more fundamental and
detailed level than MEM: (a) the proposed SCM provides more
flexibility of incorporating information sources (wjl) for cap-
turing the similarity among individuals. However, the MEM is
limited to wjl = 1 for all j and l. These results suggest that
the proposed approach should be more general than MEM; (b)
the proposed model can characterize individual’s heterogene-
ity by allocating different membership vectors, while the MEM
treats individuals as identically distributed; (c) further, unlike
the MEM that encapsulates the population heterogeneity into
a variance-covariance matrix of random effects (e.g., encoded
in G), the proposed method can model the heterogeneity of
the population by explicitly learning multiple canonical models
in Q.

Remark 1: While Theorem 1 suggests that the objective
function of MEM can be considered as a special case of the ob-
jective function of SCM, it does not imply that MEM is a strictly
special case of SCM. Because SCM employs the constraints in
(2), it presents a more constrained version of MEM. In addition,
the number of canonical models K plays an interesting role in
defining an upper bound of the rank of the covariance matrix Q.
As such, SCM can be considered as a knowledge-driven MEM
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Fig. 1. Procedure of the proposed algorithm for solving SCM.

with an extra capability to incorporate the canonical structure of
the random effects. On the other hand, SCM has more flexibility
than MEM by further incorporating the similarity information
between individuals as Theorem 1 indicates.

Remark 2: The proposed method is also different from the
approaches [33]–[35] that have been proposed to jointly learn
multiple regression models by treating these models as related.
These models are commonly termed as transfer learning and
multitask learning methods. Our proposed methods explicitly
exploit the low-dimensional canonical structure and enable au-
tomatic determination of the relatedness of individual regression
model to the canonical models. Finally, the proposed methods
can reveal the low-dimensional canonical structure of the un-
derlying problem (i.e., by using model selection methods to
identify the number K) and produce the subgroup-level canon-
ical models.

IV. COMPUTATIONAL IMPLEMENTATION OF THE

PROPOSED METHODS

A. Derivation of the Computational Algorithm

In [12] we have developed the main body of this algorithm.
Fig. 1 provides a summary of the overall algorithm. Our numer-
ical studies in Section V suggest that the proposed algorithm
is efficient and easy to converge. For completeness of the pa-
per, we present main details of this algorithm. The optimization
task, presented in (2), is to learn Q and C. It is actually easier
to adopt an iterative two-stage approach that solves for Q and
C alternatively. To make this more clear, we transform (2)
into (3)

min
C ,Q

∑

i

‖yi − XiQci‖2 + λTr
(
CT LC

)

subject to cik ≥ 0,
∑

k

cik = 1, XiQ ≥ 0

∀ i = 1, . . . , N, and k = 1, . . . ,K. (3)

Here 1
2

∑
j,l ||cj − cl ||2wjl =

∑N
j=1 (cj )

T cj djj −
∑N

j,l=1

(cj )
T clwjl = Tr(CT LC), djj =

∑
l wjl , L = D − W,

where D is a diagonal matrix whose entries are
{djj , j = 1, 2, . . . , N} and W is the weight matrix for
wjl .

1) Estimation Step for Q: Given Cr , (3) is reduced to

min
Q

∑

i

‖yi − XiQcr
i ‖2

subject to XiQ ≥ 0 ∀ i = 1, . . . , N.

Established methods could be used here to solve this problem.
We define X∗

i as

X∗
i = XiC̃r

i

where

C̃r
i =

⎡

⎢⎢⎣

(cr
i )

T 0 0

0
. . . 0

0 0 (cr
i )

T

⎤

⎥⎥⎦

(p×K p)

. (4)

Then, the objective function of Q is

min
Q

∑

i

‖yi − X∗
i q‖2

where q is a Kp × 1 vector of the matrix Q, i.e., by concatenat-
ing the columns of the matrix Q. The constraint XiQ ≥ 0 can
be written asBiq ≥ 0whereBi (K p×K p) = diag(Xi , . . . , Xi).
In this way, (3) can be rewritten as

min
Q

∑

i

‖yi − X∗
i q‖2

subject to Biq ≥ 0 ∀ i = 1, . . . , N. (5)

We solve this problem by a fast non-negative-constrained
least square algorithm (FNNLS) [14], [36].

2) Estimation Step for C: Given Qr , we can derive the La-
grangian of the formulation as

L =
N∑

i=1

(yi)
T yi − 2

N∑

i=1

(yi)
T XiQrci

+
N∑

i=1

(ci)
T (Qr )T (Xi)

T XiQrci + λTr
(
CT LC

)

+
N∑

i=1

μi

[
(ci)

T 1 − 1
]
.

Following the spirit in [13] and [14], we can derive an updat-
ing rule to solve for ci . It can be seen that

∂L

∂ci
= −2(Qr )T (Xi)

T yi + 2(Qr )T (Xi)
T XiQrci

+ 2(λLC)i + μi1.

Since ∂L
∂ci

should equal to zero, this establishes the first equa-
tion for solving for cik . On the other hand, we need to make
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sure that cik is nonnegative. We can use the complementarity
condition to derive another equation for cik

−
[
(Qr )T (Xi)

T yi

]

k
cik +

[
(Qr )T (Xi)

T XiQrci

]

k
cik

+ (λLC)ik cik +
1
2
μicik = 0. (6)

Noting that (ci)T 1 = 1 and L = D − W, we have

1
2
μi =

[
(Qr )T (Xi)

T yi

]T
ci + λ[(WC)i ]

T ci

−
[
(Qr )T (Xi)

T XiQrci

]T
ci − λ[(DC)i ]

T ci . (7)

Using (7), (6) can be written as
{[

(Qr )T (Xi)
T XiQrci

]

k
+ λ(DC)ik

+
[
(Qr )T (Xi)

T yi

]T
ci

+ λ[(WC)i ]
T ci

}
cik −

{[
(Qr )T (Xi)

T yi

]

k

+
[
(Qr )T (Xi)

T XiQrci

]T
ci + λ(WC)ik

+ λ[(DC)i ]
T ci

}
cik = 0.

Then we can derive the updating rule shown in (8) at the
bottom of this page.

B. Convergence Properties of the Proposed Algorithm

Theorem 2 shows that by using the proposed algorithm, the
objective function is non-increasing, converging to a stationary
point.

Theorem 2: Stationary point convergence could be reached
using the algorithm in Fig. 1.

Note that, stationary point is a necessary condition for op-
timality, but not a sufficient condition. Thus, Theorem 2 only
implies that the algorithm will converge to a stationary point but
not necessary the optimal point. However, empirically, we ob-
serve that it is usually the case that the algorithm will converge
to the local optimal as well.

C. Empirical Issues of Implementing the Algorithm

Choosing the proper canonical models is critical for charac-
terizing the degradation process. The form of canonical models
can be determined based on expert opinion. For instance, the
second-order polynomial model with respect to time is often
used to describe the cognitive decline in Alzheimer’s disease
[47], [48] and the degradation of turbofan engine’s health con-
dition [25]. The optimal canonical model can also be found

based on the empirical evidence from data. For example, the
model selection techniques developed in the literatures [53], in-
cluding adjusted R-square, AIC, BIC, likelihood ratio test, and
cross validation, could be adopted to find the canonical models
that give best performance.

In practices, sometimes W can be readily available through
expert opinion. We could also quantify the similarity between
individuals based on some covariates that reflect the characteris-
tics of the individuals, e.g., such as the environmental factors and
operational parameters in engineering applications for degrada-
tion modeling, or the demographic, social-economical, genetic
and imaging information in many healthcare applications. For
example, there have been many methods developed in the liter-
ature [37], [38] that can extract patient similarities from domain
knowledge or medical records. Even when the covariates are
not available, a heuristic approach could be used that treats the
regression parameters of the individuals as the covariates. For
instance, the MEM method can be used to learn the regression
models of the individuals. The regression parameters estimated
by the MEM represent the individual-to-individual variations.
If the underlying low-dimensional canonical structure exists in
the heterogeneous population, the SCM can further improve
the estimation by extracting the similarity information from the
regression parameters. To calculate the similarity, existing ap-
proaches, including the 0-1 weighting, heat kernel weighting,
and dot-product weighting, could be used. Denote the covari-
ates of individual j as zj . The heat kernel weighting defines
the weights as wij = exp(−(zj − zl)2/σ2), where the scal-
ing parameter σ2 controls the similarity between individuals.
The 0-1 weighting and dot-product weighting, on the other
hand, do not have tuning parameter. For each individual, the
0-1 weighting finds its k-nearest neighborhoods and treats its
neighborhoods equally similar, while the dot-product weighting
measures the weights using cosine similarity between covari-
ates, i.e., wjl = zj

T zl . Therefore, the heat kernel weighting is
more flexible to capture the similarity structure in real applica-
tions by allowing data-driven optimal tuning of similarities. We
used the heat kernel weights in our numerical studies and it leads
to satisfactory results on both synthetic datasets and real-world
dataset.

How to obtain initial values of C(0) and Q(0) is also an im-
portant issue. We recommend using MEM [1] to initialize the
parameters as we have gathered positive evidences from our
simulation studies and real-world applications. Clustering algo-
rithms such as k-means can be applied on the regression param-
eters that are learned by the MEM method. Then, the centroid
vectors of the clusters that are learned by the k-means algorithm
can be the initial values of Q(0) , and the similarity between
the regression parameters of the individuals with the centroid
vectors of the clusters can be used as the initial values of C(0) .

V. NUMERICAL STUDIES

The proposed methods, CM [i.e., (1)] and SCM [i.e., (2)],
will be compared with benchmark methods that include

cm+1
ik = cm

ik

[
(Qr )T (Xi)

T yi + (λWCm )i

]

k
+
[
(Qr )T (Xi)

T XiQrcm
i

]T
cm

i + λ[(DCm )i ]
T cm

i

[
(Qr )T (Xi)

T XiQrcm
i + (λDCm )i

]

k
+
[
(Qr )T (Xi)

T yi

]T
cm

i + λ[(WCm )i ]
T cm

i

(8)
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TABLE I
COMPARISON OF CM, MEM, SCM, AND IGM ON SIMULATED DATASET WHEN K = 3

Type 1 Model Type 2 Model

IGM CM MEM SCM IGM CM MEM SCM
Dense Sampling
Running time (s) 0.060 28.260 75.000 95.580 0.670 203.740 248.050 260.120
MSE 8.143 3.933 3.795 3.221 58.050 37.647 43.337 40.705
nMSE 0.029 0.028 0.020 0.017 0.996 0.064 0.131 0.045
wR 0.986 0.987 0.990 0.992 0.669 0.967 0.933 0.976
rMSE1-step 26.182 28.559 24.506 23.453 37.542 10.745 12.518 10.044
rMSE3-step 38.827 40.772 35.386 32.293 32.810 13.939 22.015 12.235
rMSE5-step 50.086 45.987 35.613 33.667 51.582 10.748 15.226 7.720
Sparse Sampling
Running time (s) 0.450 16.830 72.970 71.200 0.590 109.320 227.710 244.810
MSE 54.969 5.857 6.088 5.391 85.192 57.607 66.621 60.221
nMSE 20.979 0.233 0.348 0.181 2.841 0.696 0.626 0.385
wR 0.112 0.896 0.851 0.917 0.320 0.705 0.665 0.809
rMSE1-step 768.531 87.975 103.979 78.835 76.511 50.310 41.597 33.147
rMSE3-step 1028.041 111.641 137.560 96.633 87.744 42.914 42.914 31.407
rMSE5-step 1327.131 131.729 162.059 115.804 68.253 28.968 37.220 18.193

COMPARISON OF CM, MEM, SCM, AND IGM ON SIMULATED DATASET WHEN K = 5

Type 1 Model Type 2 Model

IGM CM MEM SCM IGM CM MEM SCM
Dense Sampling
Running time (s) 0.070 34.210 76.290 76.750 0.090 285.090 364.560 381.900
MSE 11.753 6.589 7.758 5.905 52.606 40.004 47.166 37.654
nMSE 0.046 0.022 0.026 0.018 1.584 0.161 0.265 0.154
wR 0.978 0.991 0.988 0.991 0.580 0.921 0.768 0.925
rMSE1-step 39.828 30.620 35.149 28.423 56.393 15.408 21.029 15.222
rMSE3-step 56.066 38.667 41.008 35.439 50.239 16.521 18.817 16.229
rMSE5-step 74.589 50.243 52.345 42.701 58.343 16.865 21.341 16.534
Sparse Sampling
Running time (s) 0.240 18.610 73.450 75.860 0.510 141.130 139.150 166.400
MSE 90.045 14.903 24.104 10.784 69.710 52.691 52.369 52.088
nMSE 9.473 0.358 0.114 0.060 1.703 0.569 0.543 0.490
wR 0.395 0.887 0.941 0.971 0.562 0.715 0.699 0.752
rMSE1-step 596.001 129.890 72.373 54.688 52.248 29.893 28.954 28.551
rMSE3-step 803.870 154.972 86.974 64.305 54.842 34.917 33.268 31.080
rMSE5-step 1050.278 191.821 108.631 75.960 68.883 31.403 32.560 26.214

the MEM and the model that estimates βi independently
(denote this model as IGM). Note the MEM estimates
all the models together by assuming that βi is sampled
from a multivariate normal distribution. Performance of
the models could be evaluated by the following criteria:

parameter estimation (e.g.,
∑

i,j (β̂ij − βij )
2
/(Np)), the

normalized mean square error (nMSE) on the testing set (e.g.,
nMSE(Y , Ŷ ) = [

∑T
t=1 ‖yt − ŷt‖2

2/σ(yt)]/(
∑T

t=1 nt)), the
weighted correlation coefficient (wR) (e.g., wR(y, ŷ) =
[
∑T

t=1 Corr(yt , ŷt)nt ]/(
∑T

t=1 nt)), and the mean absolute er-
ror (MAE) (e.g., MAE(y, ŷ) =

∑T
t=1 |yt − ŷt |/(

∑T
t=1 nt)).

Here, β̂ij is estimated value of βij , ŷt is the predicted value of
yt . We also evaluate the computational costs of these methods.
Results could be found in Tables I–III.

A. Simulation Studies

To enable a fair comparison, we consider multiple scenarios
that consist of different combinations of several important di-
mensions: the number of canonical models, the sparsity of the
data of each individual, and the types of degradation models.
Particularly, given a degradation model and the randomly gen-
erated parameters for an individual, we randomly sample 25

TABLE II
PERFORMANCE OF THE MODELS (IGM, CM, MEM, AND SCM)

ON COGNITIVE DECLINE PREDICTION.

IGM CM MEM SCM

Target: MMSE
Running time (s) 0.160 6.220 8.050 92.090
nMSE 1.799 0.936 0.755 0.531
wR 0.580 0.618 0.660 0.716
M48 rMSE 4.874 4.330 3.705 3.651
M60 rMSE 8.326 5.458 5.040 3.777

time points from this model. To further mimic the sparsity of
the data, we further randomly pick up M observations from the
first 20 time points for model training. In the “dense sampling”
scenario, M ∼ Unif(15, 20); otherwise, M ∼ Unif(4, 8) for
“sparse sampling” scenario. The last five observations are al-
ways used for testing.

With given K and the type of degradation model, we can ran-
domly generate Q and ci , and obtain βi as βi = Qci . Specif-
ically, to generate ci , we consider a mixture of distributions.
Considering the case that there are three canonical models, we
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TABLE III
PERFORMANCE OF THE MODELS (IGM, CM, MEM, AND SCM)

ON ENGINE’S DEGRADATION PREDICTION.

IGM CM MEM SCM

Target: Health Index
No missing value

Running time (s) 0.359 4.563 4.938 6.656
MAE 1.285 0.985 0.816 0.741
nMSE 7.757 3.075 2.362 1.399
wR 0.649 0.671 0.734 0.741

20% missing value
Running time (s) 0.080 3.906 4.210 5.938
MAE 1.340 1.151 0.915 0.809
nMSE 5.224 4.625 2.496 1.592
wR 0.580 0.689 0.718 0.735

40% missing value
Running time (s) 0.110 3.590 5.610 11.310
MAE 1.463 1.380 1.013 0.902
nMSE 7.465 4.736 3.909 1.561
wR 0.580 0.629 0.695 0.689

80% missing value
Running time (s) 0.070 0.906 3.320 3.234
MAE 2.558 1.465 1.246 0.984
nMSE 35.227 3.580 5.715 1.040
wR 0.442 0.491 0.674 0.658

could design three multivariate normal distributions as follows:

F1 (c) ∼ N

⎛

⎝0,

⎡

⎣
v2 0 0
0
0

1 0
0 1

⎤

⎦

⎞

⎠

F2 (c) ∼ N

⎛

⎝0,

⎡

⎣
1 0 0
0
0

v2 0
0 1

⎤

⎦

⎞

⎠

F3 (c) ∼ N

⎛

⎝0,

⎡

⎣
1 0 0
0
0

1 0
0 v2

⎤

⎦

⎞

⎠ .

Each time, any of the three distribution could be randomly
selected to generate a random sample. The resulting random
sample is further normalized to obtain ci . Evidently, the larger
the magnitude of v2 in Fi , the more dominant the ith element
in ci . Note that, here, v2 controls the significance of the low-
dimensional canonical structure, i.e., when v2 is small, the dif-
ference between the canonical models becomes less significant.
Thus, it is anticipated that when v2 is large, SCM should outper-
form MEM; when v2 is small, SCM and MEM should perform
similarly. Our implementation results appear to be robust in
a wide range of v2 as long as the low-dimensional canonical
structure is significant. In the sequel, we use v2 = 100.

With βi , we can generate our training and testing sam-
ples, i.e., yit = xitβi + εit . For example, for Type 1 model
that has no predictor, xit = [1, t, t2 ]; while for Type 2 model,
xit = [xi1t , xi2t , . . . , xipt ] assuming that predictors are avail-
able at each time epoch. Both types of models are popular in the
literature of degradation modeling. We simulated xit from the
standard multivariate normal distribution.

After generating the data, we discover the optimal K, which is
unknown in practice, by using the Akaike information criterion
(AIC) [44]. To implement the SCM, here, the similarity be-

tween any two individuals is calculated based on the regression
parameters estimated by MEM using the heat kernel function.
Table I summarizes the results, which correspond to K = 3.
Note that, in Table I, rMSE1-step means that the model is used
to predict the degradation in the next time point; rMSE3-step
means that the model is used to predict the degradation in the
third time point; rMSE5-step means that the model is used to
predict the degradation in the fifth time point. Our overall ob-
servations include:

1) When the low-dimensional canonical structure is signifi-
cant (v2 is large), the proposed CM and SCM is better than
IGM, showing its efficacy in utilizing the low-dimensional
structure.

2) Overall SCM outperforms other models, since SCM can
effectively incorporate the similarity information between
individuals to enhance model estimation.

3) The advantage of SCM is generally larger in the
sparse sampling scenario, indicating that the incorpora-
tion of the structure of the heterogeneity of the pop-
ulation will be more preferred when there is a lack of
observations.

B. Application to Alzheimer’s Disease

This section demonstrates the performance of our proposed
methods on a real-world dataset of Alzheimer’s disease that was
collected in [45]. A total of 478 subjects whose longitudinal
measurements of Mini-Mental State Estimation (MMSE)—for
measuring cognitive degradation—were collected at the base-
line, 12th month, 24th month, 36th month, 48th month, and
60th month. These 478 subjects include 104, 261, and 113 in-
dividuals in the normal aging (NC), mild cognitive impairment
(MCI), and Alzheimer’s disease (AD) groups, respectively. Be-
fore we apply any model, it can be seen that the three groups
show different degradation patterns: NC group is stable and
slowly declines, AD group declines more rapidly, and MCI is
in the between. The dataset is also sparse and irregular, i.e., 21,
156, and 244 individuals have only 3, 4, and 5 observations,
respectively.

When we apply the CM and SCM models on this dataset, we
didn’t impose the knowledge that 3 groups exist in the dataset.
Rather, as we will show later, it seems that our method can
identify the optimal number of canonical models by data-driven
approach. The last two measurements of the individuals are used
as testing data, and the other measurements are used for training.
Similarity information can be obtained by using the heat kernel
weighting on baseline information of individuals such as ApoE
genotypes, the baseline MMSE score, and the baseline regional
brain volume measurements extracted from MRI via FreeSurfer
[46]. To model the degradation of the MMSE score, the second-
order polynomial model is used [47], [48].

To see if the proposed methods (CM and SCM) can automat-
ically identify the low-dimensional canonical structure, AIC is
used to select the best K in the CM and SCM models (together
with other parameters such as λ and the scaling parameter in the
heat kernel function). The results show that both methods can
identify the low-dimensional canonical structure, e.g., the AIC
results of SCM in Fig. 2 clearly show that the AIC value reaches
minima when K = 3. Fig. 3 also shows that the algorithm con-
verges quickly.
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Fig. 2. AIC values versus K for CM.

Fig. 3. Convergence performance of the computational algorithm for SCM.

We also investigate the canonical models discovered in
Alzheimer’s disease population, and show their cognitive degra-
dation patterns in Fig. 4. It can be observed that three patterns
of cognitive decline are discovered. These patterns represent the
cognitive degradation trajectories of NC, MCI, and AD patients,
respectively.

Table II summarizes the prediction results. Clearly, SCM out-
performs other methods on all the performance metrics. We can
also observe that CM is better than MEM and IGM. As a result,
explicitly exploiting the heterogeneity of the population cou-
pled with the low-dimensional canonical structure in CM and
SCM appears to be better than only considering the variations
among individuals in MEM. It is also clear that the performance
deterioration of CM and SCM on predicting the 60th month (a
long-term prediction) than the 48th month is much smaller than
the other methods. Thus, long-term prediction/monitoring can
be much improved by the CM and SCM methods.

Fig. 4. Three canonical models discovered in Alzheimer’s disease population
using SCM.

Fig. 5. Simplified engine diagram simulated in C-MAPSS [49].

C. Application to Degradation Modeling of Engines

We further investigate the performance of proposed methods
on modeling the degradation processes of turbofan engines. We
use a dataset that has been a benchmark dataset in the literature
of degradation modeling, which was generated by a commercial
modular aero-propulsion system simulation (C-MAPSS) test-
bed. The main purpose of this dataset is to mimic the degradation
performance in large commercial turbofan engine (a schematic
diagram is shown in Fig. 5). It has been known that there were
two failure modes in our dataset, e.g., failure may occur at either
the high-pressure compressor (HPC) or the fan of the engine.
The dataset consists of measurements from 100 engines (units).
Each engine was continuously measured from initial cycle of
running until the end-of-life point (a cycle is defined as one
flight). The analytic task is to convert the sensor information
into degradation modeling. We adopt the data fusion model
proposed in [25] as our degradation model. As suggested in
[25], the degradation model of the health index of the engine
is fi(t) = θ

(0)
i + θ

(1)
i t + θ

(2)
i t2 + εi,t , where fi(t) represents

the health index for unit i at cycle t and θi = [θ(0)
i , θ

(1)
i , θ

(2)
i ]
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Fig. 6. AIC values versus K for CM under 80% missing value.

Fig. 7. Two canonical models discovered in turbofan engines’ degradation
using SCM.

represents the coefficients in the degradation model of unit i. For
each unit, we use the first 150 health index observations as the
training data (about 70% of the total data) to learn the degrada-
tion model and leave the remaining observations as testing data.
Further, considering the commonly encountered measurement
sparsity and irregularity in reality, we further trim the training
data by randomly omitting some measurements, i.e., we con-
sider different levels of missing value such as no missing value,
20%, 40%, and 80%. To obtain the similarity information of
the units, we first fit a set of degradation models using MEM,
and measure the similarities between units by applying the heat
kernel weighting function on the regression coefficients of the
units.

We first investigate if the proposed method can recover the
underlying canonical structure, i.e., the number of failure modes
which has been known to be two. As shown in Fig. 6, the AIC
value obtained in the training data reaches minima when K = 2.
Then we exploit the two types of degradation patterns charac-
terized by canonical models in Fig. 7. As shown in Fig. 7, both
failure modes are associated with increase of health index. One

Fig. 8. Performance of the models (IGM, CM, MEM, and SCM) in terms of
root of mean square error (rMSE) under: (a) no missing value, (b) 20% missing
value, (c) 40% missing value, and (d) 80% missing value.
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type of degradation pattern begins with high level of health
index and grows dramatically whereas the other type of degra-
dation pattern is characterized by relatively low health index
with mild increase. The units following the fast degradation
pattern (Type 1) tend to have shorter life cycles (distributed
within 250 cycles). We further compare the prediction accuracy
of the proposed methods, CM and SCM, with IGM and MEM
on the testing data. Table III summarizes the overall prediction
accuracy of these models, and the prediction accuracy under
different amount of missing value is presented in Fig. 8. It can
be observed that more observations in the training data will en-
hance the model learning process of all methods, leading to their
improved prediction accuracy. The improvement of SCM model
is more significant in the short-term prediction while predicting
the long-term degradation with limit number of training cycles
is still challenging. SCM outperforms the other models in both
dense and sparse data, and the advantage is more obvious in the
long-term prediction. While the IGM and MEM which assume
the units are homogeneous or identically distributed focus on
modeling the fast degradation process, the proposed methods
which explicitly exploit the heterogeneity between units have
significant advantage on characterizing the engines with longer
life cycles leading to more obvious advantage in predicting the
progression of health status after 250 cycles. In addition, by
explicitly exploiting the similarity between units’ degradation
processes, CM and SCM are more powerful in predicting the
progression of the health status of engines under sparse obser-
vations than IGM and MEM. This further shows the advantages
of the proposed methods in monitoring the systems with limited
sensing capacities or observations.

D. Computational Cost

The computational cost shown in Tables I to III indicates the
following: 1) exploiting the correlation between individuals in
the CM, MEM, and SCM models significantly improves the
prediction accuracy and requires higher computational cost; 2)
the CM is more computationally efficient than the MEM method
and the SCM has a slightly higher computational cost than
MEM; and 3) the computational cost of SCM is more sensitive
to the number of individuals in the population compared to
the CM model by explicitly exploiting the similarity between
individuals. Therefore, the CM and SCM methods are more
preferred under sparse and noisy data, and the CM model is
more scalable to large population.

VI. CONCLUSION

In this paper, we propose a novel collaborative learning frame-
work to estimate a heterogeneous population of regression mod-
els. It is motivated by the fact that existing models, such as the
MEM, impose the homogeneity assumption that assumes the
parameters of these prediction models are sampled from a dis-
tribution which is usually a multivariate normal distribution, so
the mean vector can characterize the mean tendency of these pa-
rameters and the covariance matrix can characterize the disper-
sion of the models. While MEM is not preferred for applications
in a heterogeneous population, where considerable heterogene-
ity of the models exists. To mitigate such heterogeneity, we

propose the collaborative learning framework by exploiting the
idea of “canonical models” and model regularization. First, to
characterize the heterogeneity of the population, it uses a set
of canonical models to represent the population characteristics.
Then, the model of each individual resembles these canonical
models to different degrees, in which the individual variety is
characterized by membership vectors that can be learned from
data. To enhance the estimation of the individual models, the
similarity between the individuals can also be used by imposing
a similarity-regularized term in the learning framework. Such
a collaborative learning framework is applied in the context of
degradation modeling, which leads to the development of CM
and SCM. Both simulation studies and real-world applications
show the superior performance of the proposed model. In addi-
tion, theoretical analysis is conducted to reveal the connection
between the proposed methods with MEM.

In the future, we plan to apply the proposed collabora-
tive learning framework to other applications and integrate the
framework with other degradation models including nonlinear
regression models or other dynamic degradation models (such
as Markov models). We will also extend the proposed frame-
work to incorporate more complicated canonical structures, e.g.,
a hierarchical canonical structure. Another research direction is
to develop optimal sensing and monitoring strategies based on
the collaborative learning framework.

APPENDIX

Proof of Theorem 1: In what follows, we will show the
equivalence between the objective function of the MEM model
with the objective function of our SCM model, given number
of latent classes K and penalty parameter λ. First, we consider
the objective function of MEM. The MEM uses fixed effects
bMEM

0 and random effects bMEM
ri to model the degradation of

measures on each subject. It also assumes the random effects
are correlated which can be formulated as

yi = Xib
MEM
0 + Xib

MEM
ri + ε

bMEM
ri ∼ N (0,G) , ε ∼ N

(
0, ω2I

)
.

The conditional distribution of yi is

yi |bMEM
ri ∼ N

(
Xib

MEM
0 + Xib

MEM
ri , ω2I

)
.

Based on the conditional distribution of yi , we can derive the
log-likelihood function as

MLMEM =
∑

i

∥∥yi − Xib
MEM
0 − Xib

MEM
ri

∥∥2

+ ω2
∑

i

(
bMEM

ri

)T
G−1bMEM

ri .
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Use bMEM
i = bMEM

0 + bMEM
ri to replace bMEM

ri in MLMEM ,
we have

MLMEM =
∑

i

∥∥yi − Xib
MEM
i

∥∥2
+ ω2

∑

i

[(
bMEM

i

− bMEM
0

)T

G−1 (bMEM
i − bMEM

0
)
]

=
∑

i

∥∥yi − Xib
MEM
i

∥∥2
+ ω2

∑

i

[
(
bMEM

i

)T

G−1bMEM
i − 2

(
bMEM

0
)T

G−1bMEM
i +

(
bMEM

0
)T

G−1bMEM
0

]
.

Second, given K and λ, we consider the objective function
of SCM. The objective function of SCM is

MLSCM =
∑

i

||yi − XiQci ||2 + λ

[
∑

i

(ci)
T ciDii

−
∑

i,j

(ci)
T cjwij

⎤

⎦ .

Using bSCM
i = Qci to replace ci in the objective function

MLSCM , we have ci = (QT Q)−1QT bSCM
i = Q+bSCM

i . Q+

is the pseudoinverse of Q, which means QQ+Q = Q. Then
MLSCM can be rewritten as

MLSCM =
∑

i

||yi − Xib
SCM
i ||2 + λ

where Λ−1 = (Q+)T Q+ , which leads to Λ = QQT .

When W is

[1 · · · 1
.
.
.

. . .
.
.
.

1 · · · 1

]
, e.g., Wij = 1,Dii = N , we have

MLSCM =
∑

i

||yi − Xib
SCM
i ||2 + λN

∑

i

[(
bSCM

i

)T

Λ−1bSCM
i − 2

(
bSCM

0
)T

Λ−1bSCM
i +

(
bSCM

0
)T

Λ−1bSCM
0

]

where bSCM
0 =

∑
i

bS C M
i

N .
Comparing the formulation of MLSCM and MLMEM , we

observe that, if λ = ω
N , the objective function of MEM is equiv-

alent to the objective function of SCM, with a constraint that
rank(G) = rank(Λ) ≤ rank(Q) = K.

Proof of Theorem 2: Our proof follows similar ideas used
by [13] and [51]. It’s obvious that the objective function in
(3) is bounded from below by zero, so the Lagrangian L
is also bounded from below. The solution will converge if
the Lagrangian L is monotonically nonincreasing. To prove
Theorem 2, first, we need to show that the Lagrangian is nonin-
creasing in each step of the iterative algorithm, and then, prove
the iterative updates converge to a stationary point. Since in each
iteration, the estimated Q minimizes the objective function, we

only need to prove that the Lagrangian will be nonincreasing
under the updating rule of C in (8).

Since the updating rule (8) is essentially element wise, it
is sufficient to show that each Lik (c) = L(c,Cm

\i\k ) is mono-
tonically nonincreasing under the update step of (8). Note that
Lik (c) only depends on cik when other values in C are given.
To prove this, we need to use the concept of auxiliary function,
which is similar to that used in the expectation-maximization
algorithm [52].

A function G(c′, c) is an auxiliary function of Lik (c) if

G (c′, c) ≥ Lik (c′) ; G (c, c) = Lik (c) . (9)

By constructing G(c′, c), we define

cm+1 = arg min
c

G (c, cm ) . (10)

Thus, we have Lik (cm ) = G(cm , cm ) ≥ G(cm+1 , cm ) ≥
Lik (cm+1). This leads to the monotonicity of Lik under the
iterative updating rule of (10).

To construct an auxiliary function, we write Lik (c) using the
Taylor expression

Lik (c) = Lik (cm
ik ) + L′

ik (cm
ik ) (c − cm

ik )

+
1
2
L′′

ik (cm
ik )(c−cm

ik )2

where

L′
ik =

∂L

∂cik
=
[
−2QT (Xi)

T yi + 2QT (Xi)
T XiQcm

i

]

k

+ 2λ(LCm )ki + μi

L′′
ik =

∂L′

∂cik
= 2
[
QT (Xi)

T XiQ
]

kk
+ 2λDkk

L
(t)
ik = 0, for t > 2.

Then we have
[
QT (Xi)

T XiQcm
i

]

k
+ (λDCm )ki

cm
ik

≥
[
QT (Xi)

T XiQ
]

kk

+ λDkk =
1
2
L′′

ik (cm
ik )

because
[
QT (Xi)

T XiQcm
i

]

k
=
∑

j

[
QT (Xi)

T XiQ
]

kj
cm
ij

≥
[
QT (Xi)

T XiQ
]

kk
cm
ik

and

(λDCm )ki =
∑

j

λDkj c
m
ij ≥ λDkk cm

ik

given that XiQ ≥ 0, ci ≥ 0.
This leads to the first unnumbered equation at the bottom of

the next page.
Therefore, we can show the function shown in the second un-

numbered equation at the bottom of the next page is an auxiliary
function of Lik (c).
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This is because G(·, ·) satisfies the conditions in (9): the last
term in G(c, cm

ik ) ≥ Lik (c); and the equality holds when c = cm
ik .

The minimum for (10) can be obtained by setting the gradient
to zero, i.e. see the third unnumbered equation at the bottom of
this page.

This leads to the solution shown in the unnumbered equation
at the top of the next page.

By substituting the Lagrange multiplier μi , as shown in (7) in
the aforementioned equation, we recover the updating rule (8).

Next, we prove the iterative updates converge to a stationary
point that satisfies the Karush Kuhn Tucker conditions.

Lemma 1: Starting from an arbitrary feasible nonzero point
C0and Q0 , the iterative procedure based on updating rule in
(8) converge to a point that satisfies the KKT conditions for the
optimization problem

minci , i=1,..., k

∑

i

||yi − XiQ∗ci ||2F + λTr
(
CT LC

)

subject to: ci ≥ 0, ci
T 1 = 1 ∀ i = 1, . . . , N. (11)

Proof of Lemma 1: We first write the KKT conditions for the
optimization problem in (11)

1) Stationarity:

− 2(Q∗)T (Xi)T yi + 2(Q∗)T (Xi)T XiQ∗ci

+ 2(λLC)i + ϕi + μi1 = 0, ∀ i = 1, . . . , N.

2) Primal feasibility:

ci ≥ 0 ∀ i = 1, . . . , N

cT
i 1 = 1 ∀ i = 1, . . . , N.

3) Dual feasibility:

ϕi ≥ 0 ∀ i = 1, . . . , N.

4) Complementary slackness:

ϕik cik = 0 ∀ i = 1, . . . , N, k = 1, . . . , K.

It is straightforward to observe that, starting with nonnegative
nonzero C0 , the updating rule in (8) always keeps cm

i nonnega-
tive nonzero since the nonnegative assumption of the cognitive
measures, yi and XiQ∗.

Assuming cm
i converge to c∗i , we have (12) shown at the top

of the next page.
Equation (12) implies (13) shown at the top of the next page.
Therefore, we obtain the second unnumbered equation shown

at the top of the next page.
and

{[
(Q∗)T (Xi)

T XiQ∗c∗i
]T

c∗i + λ[(DC∗)i ]
T c∗i

+
[
(Q∗)T (Xi)

T yi

]T
c∗i + λ[(WC∗)i ]

T c∗i

}(∑

k

c∗ik − 1

)
= 0.

This leads to
∑

k c∗ik − 1 = 0, because c∗i is nonnegative
nonzero under the updating rule. Consequently, the first term in
the equation is nonzero. The updates cm

i converge to a feasible
solution.

By (7), it is known that

1
2
μi =

[
(Q∗)T (Xi)

T yi

]T
c∗i + λ[(WC∗)i ]

T c∗i

−
[
(Q∗)T (Xi)

T XiQ∗c∗i
]T

c∗i − λ[(DC∗)i ]
T c∗i .

[
QT (Xi)

T XiQcm
i

]

k
+ (λDCm )ki +

[
QT (Xi)

T yi

]T
cm

i + λ[(WCm )i ]
T cm

i

cm
ik

≥
[
QT (Xi)

T XiQ
]

kk
+ λDkk

G (c, cm
ik ) = Lik (cm

ik ) + L′
ik (cm

ik ) (c − cm
ik )

+

[
QT (Xi)

T XiQcm
i

]

k
+ (λDCm )ki +

[
QT (Xi)
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c = cm
ik

[
QT (Xi)

T yi

]

k
+ λ(WCm )ki +

[
QT (Xi)

T yi

]T
cm

i + λ[(WCm )i ]
T cm

i − 1
2 μi

[
QT (Xi)

T XiQcm
i

]

k
+ (λDCm )ki +

[
QT (Xi)

T yi

]T
cm

i + λ[(WCm )i ]
T cm

i

c∗ik = c∗ik

[
(Q∗)T (Xi)

T yi + (λWC∗)i

]

k
+
[
(Q∗)T (Xi)

T XiQ∗c∗i
]T
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[
(Q∗)T (Xi)
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]

k
+
[
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T yi

]T
c∗i + λ[(WC∗)i ]
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(12)

c∗ik

⎧
⎪⎨
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[
(Q∗)T (Xi)

T yi + (λWC∗)i

]

k
+
[
(Q∗)T (Xi)

T XiQ∗c∗i
]T

c∗i + λ[(DC∗)i ]
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[
(Q∗)T (Xi)

T XiQ∗c∗i + (λDC∗)i

]

k
+
[
(Q∗)T (Xi)

T yi

]T
c∗i + λ[(WC∗)i ]
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− 1

⎫
⎪⎬
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= 0 (13)

∑

k

⎧
⎪⎨

⎪⎩
c∗ik

⎧
⎪⎨

⎪⎩

[
(Q∗)T (Xi)

T yi + (λWC∗)i

]

k
+
[
(Q∗)T (Xi)

T XiQ∗c∗i
]T

c∗i + λ[(DC∗)i ]
T c∗i

[
(Q∗)T (Xi)

T XiQ∗c∗i + (λDC∗)i

]

k
+
[
(Q∗)T (Xi)

T yi

]T
c∗i + λ[(WC∗)i ]

T c∗i

− 1

⎫
⎪⎬

⎪⎭

⎫
⎪⎬

⎪⎭
= 0

With (13), we have

c∗ik

[
[
(Q∗)T (Xi)T yi + (λWC∗)i

]
k
−
[
(Q∗)T (Xi)T XiQ∗c∗i

+ (λDC∗)i

]

k

− 1
2
μi

]
= 0

with

ϕ∗
ik = 2

[
(Q∗)T (Xi)

T yi + (λWC∗)i

]

k

− 2
[
(Q∗)T (Xi)

T XiQ∗c∗i + (λDC∗)i

]

k
− μi.

Showing that both the complementary slackness and sta-
tionarity conditions are satisfied. Because c∗ik is nonnegative
nonzero, ϕ∗

ik is necessary to be zero. Thus, all the KKT condi-
tions are satisfied in c∗i based on our updating rules.
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